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Abstract

We present a new benchmark set of met-
alloenzyme model reaction energies and
barrier heights, which we call MME55.
The set contains eleven different enzymes,
representing eight transition metals, both
open and closed shell systems, and sys-
tem sizes of up to 116 atoms. We use
three DLPNO-CCSD(T)-based approaches
to calculate reference values, against which
we then benchmark the performance of a
range of density functional approximations
with and without dispersion corrections.
Dispersion corrections improve the results
across the board, and triple-ζ basis sets
provide the best balance of efficiency and
accuracy. While Jacob’s Ladder is repro-
duced for the whole set based on averaged
mean absolute deviations, hybrid DFT is
preferred over double hybrids for copper-
dependent enzymes, where MP2 correla-
tion seriously adversely affects the results.
Despite the popularity of B3LYP in compu-
tational enzymology, it is not a strong per-
former on our benchmark set, and we dis-

courage its use for enzyme energetics. In-
stead, we recommend the range-separated
hybrids ωB97M-V and ωB97X-V combined
with the def2-TZVPP basis set for applica-
tions, as they are a great compromise be-
tween accuracy and efficiency and have al-
ready been shown to be robust across many
other types of chemical problems.

1 Introduction

Across most areas of chemistry, Kohn-
Sham Density Functional Theory1,2 (KS-
DFT, often shortened to just DFT) has
become a common part of understanding
reactions and structures, either alongside
experiments or on its own. One partic-
ular application is the study of enzymes,
where computational results can be used to
understand the mechanisms of action and
gain structural insights, which can then be
applied to enzyme design or general catal-
ysis applications. Generally these studies
are done by treating a curated model of the
active site with DFT and calculating the
indirect effects of the remaining enzyme ei-
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ther as an electrostatic field, as in cluster
model studies, or with forcefields, as part
of a hybrid quantum mechanics/molecular
mechanics (QM/MM) scheme; for reviews
of QM/MM approaches for enzyme model-
ing, see refs. 3 and 4.

While DFT is often a good choice for
computational studies due to its accessibil-
ity and cost-to-accuracy ratio, there are an
overwhelming number of density functional
approximations (DFAs) available to users,
each having been determined from differ-
ent sets of data or first-principles bound-
ary conditions, and therefore having differ-
ent strengths. The choice of DFA can thus
alter the conclusions drawn about possible
mechanisms or structural features, so it is
important to consider the choice carefully.
This process is assisted by benchmarking
studies that test the performance of den-
sity functionals, either on comprehensive
databases of chemical reactions in order to
find generally robust functionals, or test
sets that are more specific to the chemi-
cal problem at hand. Some examples of
broad benchmark sets that represent gen-
eral main group chemistry are GMTKN555

and MGCDB84,6 across which hundreds
of DFAs have been tested—more than 350
by our group alone.5,7–11 There are also
smaller test sets that focus on organic
biochemical reactions,12–17 including work
by us,18 as well as sets that represent
functional groups and reaction types of-
ten found in, but not exclusive to, enzyme
chemistry.19–23

However biochemistry is not limited to
main group elements. It is estimated that
around one third of the human proteome
requires metals to function,24 and met-
alloenzymes are crucial in many other
living species too. Unfortunately tran-
sition metals are harder to treat accu-

rately with computational methods as
their electronic structure is more com-
plex, so recommendations of DFAs from
tests on organic enzymes are not neces-
sarily applicable to metalloenzymes. Due
to difficulties in getting reliable refer-
ence values, there are significantly fewer
benchmark studies that represent tran-
sitional metal chemistry. Most existing
test sets feature inorganic dimers or small
organometallic complexes,25–38 or only in-
clude a small number of systems,39–45

and these are all typically closed shell
species. Various groups are working on
filling the gaps of larger complexes and
open shell species, particularly with the
WCCR10,46,47 MOR41,48 MOBH3549 and
ROST6150 sets. Chan et al. have also re-
cently compiled the TMC151 database51

from sets of organometallic reaction ener-
gies, organometallic barrier heights, and
inorganic dimer bond energies, to be used
as a (smaller) counterpart to the exist-
ing broad main group databases and find
functionals that are robust across multiple
types of transition metal chemistry.

Within computational bioinorganic
chemistry, DFT has been tested for a
range of properties, including spin state
splitting,52–54 metal-ligand binding and in-
teraction energies,55,56 excited states,57 rel-
ative energies of Cu2O2 isomers,41,58 redox
potentials,59 and bond dissociation ener-
gies.60 Many studies of the mechanisms
or properties of a specific enzyme/family
of enzymes also validate the chosen DFT
methodology with a comparison to ab ini-
tio methods61–64 or other density function-
als.53,63,65–67 Most of these data, however,
are small scale, both in the range of sys-
tems included and the methods tested, and
were not tested against reliable references.
We also note that some studies use small
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simplified models,55,59 an approach which
does not reliably represent the range of
interactions found in an enzyme. In our re-
cent guide to benchmarking enzymatically
catalyzed reactions,68 we have shown that
oversimplified models can have very dif-
ferent benchmarking outcomes compared
to larger models for organic enzymes, as
well as how the quality of the references
will change the perceived performance of
the tested functionals—a fact that has also
been shown before for pericyclic and inor-
ganic reactions.5,69

We have, thus, sought to create a bench-
mark set for metalloenzyme reactions to
sit between our previous set of mostly or-
ganic enzyme models18 and the MOBH35,
MOR41 and ROST61 sets for transition
metals, to explore whether the recommen-
dations from these previous studies hold
for bioinorganic systems. We addition-
ally hope that by adding more data in the
overlap of biochemical and organometallic
benchmarking, this set can assist bioinor-
ganic chemists in choosing reliable func-
tionals for their calculations, or method de-
velopers in creating new functionals for ac-
curate transition metal calculations.

In the following sections, we present
a description of the set, which we call
MME55—mechanisms of metalloenzymes,
containing 55 data points, including both
barrier heights (BHs) and reaction energies
(REs). This is followed by an analysis of
the multireference character of the included
models, and details on how the reference
values were calculated. Finally we test a
range of density functionals as well as the
still popular second-order Møller-Plesset
Perturbation Theory70 (MP2), analyze
their performance, and compare the results
to other related benchmarking studies. We
also reiterate the importance of London

dispersion corrections for DFT methods,
which has been stated in many studies
including for bioorganic18,71,72 and bioinor-
ganic73–76 systems, although the recom-
mendation is still not always followed.

2 Computational details

All calculations in this work were done
using the ORCA77–79 quantum chemistry
package (versions 4.21, 5.0.1, 5.0.2 and
5.0.3). The Ahlrichs-type def2-nZVPP
family of basis sets80 was used, with the
default def2-ECP80,81 effective core poten-
tials for the systems containing molybde-
num and tungsten. The resolution of the
identity approximation for Coulomb inte-
grals (RI-J)82 was used for Generalized
Gradient Approximation (GGA), meta-
GGA and meta-NGA (Nonseparable Gra-
dient Approximation) functionals, while
RI-J with the chain of spheres approxima-
tion for exchange integrals (RIJCOSX)83

was used for the hybrid and double-hybrid
functionals, as well as the Hartree-Fock
steps of MP2 and Coupled Cluster cal-
culations. MP2 steps—including in dou-
ble hybrids—and Coupled Cluster calcu-
lations were sped up with the RI-C ap-
proximation84 and used ORCA’s default
frozen core settings. These approxima-
tions were used with the def2/J85 and def2-
nZVPP/C86 auxiliary basis sets and the
“GridXS2” setting for RIJCOSX. Most cal-
culations were done with the default grids
and self-consistent-field (SCF) convergence
thresholds.

Geometries of all structures were opti-
mized at the PBEh-3c87 level of theory
in ORCA v4.2.1 with tight SCF and de-
fault geometry convergence settings, and
the “grid3 finalgrid5” grids. PBEh-3c is

3



a PBE88-based hybrid functional, com-
bined with a special double-ζ basis set and
corrections for London dispersion [DFT-
D3(BJ)89,90] and basis set superposition er-
ror (gCP91). For the multireference diag-
nostics, a test of the weighted fractional
occupational electron density (FOD)92 was
done using the default settings, which are
TPSS93/def-TZVP with TightSCF conver-
gence and an occupation number smearing
temperature of 5000 K. To calculate the
Aλ diagnostic, PBE and PBE094,95 calcula-
tions were done with the def2-TZVPP basis
set.

DLPNO-CCSD (domain based local pair
natural orbital coupled cluster with singles
and doubles) and DLPNO-CCSD(T) (with
additional perturbative triples)96,97 calcu-
lations were done in ORCA versions 5.0.1,
5.0.2 and 5.0.3, using the non-iterative
(T0)96 approach for the triples correction.
For the initial multireference screening,
def2-SVP was used with the NormalPNO
thresholds.98 For the benchmark energies,
the def2-TZVPP and def2-QZVPP basis
sets were used with TightPNO thresholds,
and these results were extrapolated to the
complete basis set (CBS) limit using the
standard two point extrapolation schemes
with individual extrapolations of the SCF99

and correlation energies:100
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where X and Y are the cardinal numbers
of the basis sets, and α and β are opti-
mized constants specific to the basis sets
used. For the def2-TZVPP/def2-QZVPP
CBS(3,4) extrapolation used here, α = 7.88
and β = 2.97.101

All methods listed in table 1 were ap-
plied in ORCA v5.0.2 with the def2-
QZVPP basis set, except for the com-
posite DFT (-3c) methods which used
their own specific basis sets. Additional
calculations with B3LYP, M06, PWPB95
and ωB2PLYP were done with the def2-
SVP and def2-TZVPP basis sets. The
ORCA implementation of the LibXC den-
sity functional library146 was used to run
MN15-L, MN15 and MPW1B95 calcula-
tions. DOD-SCAN, revDSD-PBEP86 and
revDOD-PBEP86 were run in both the
DFT-D3(BJ) and DFT-D4106,147 parame-
terized forms. For B97M-V, ωB97M-V
and ωB97X-V, the non-local VV10 ker-
nel was used in its post-SCF implemen-
tation, as this strategy does not impact
the results but can lead to a consider-
able speedup in calculations.8 The DFT-
D3(BJ) dispersion correction with Becke-
Johnson damping was used preferentially
to the older, zero-damping DFT-D3(0)89

variant for all functionals except M06-L,
MN15-L, M06 and M062X—the Minnesota
functionals are parameterized to have bet-
ter descriptions of mid-range interactions,
but this leads to some double-counting ef-
fects when the D3(BJ) correction is ap-
plied.5 Specific dispersion correction damp-
ing parameters for B3LYP* have not been
determined yet, so we follow the common
approach of applying the standard B3LYP
damping parameters.148–154
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Table 1: Methods tested on the MME55 set. References for DFT-D3 and DFT-D4 are
where the damping parameters for each functional were first presented, with D3 referring
to the Becke-Johnson damping (D3(BJ)) variant unless otherwise stated.

Type Name
References

% HF % MP2
Method D3 D4

GGA B97-3c 102 102 –
GGA BLYP 103–105 90 106
GGA BP86 103,107,108 90 106
GGA OLYP 104,105,109 110 106
GGA OPBE 88,109 110 106
GGA PBE 88 90 106
GGA PW91 111 112 106
GGA revPBE 113 90 106
meta-GGA B97M-V a 114 8 10

meta-GGA M06L 115 110b 106

meta-NGA MN15-L 116 5b –
meta-GGA r2SCAN 117 118 118
meta-GGA r2SCAN-3c 119 – 119
meta-GGA revTPSS 120,121 5 106
meta-GGA TPSS 93 90 106

hybrid B3LYP 122,123 89b, 90 106 20

hybrid B3LYP* c 124 89b, 90 106 15
hybrid BHLYP 125 110 106 50

hybrid CAM-B3LYP 126 110 106 19–65 d

hybrid M06 127 110b 106 27

hybrid M062X 127 110b 106 54
hybrid MN15 38 5 – 44
hybrid MPW1B95 128 110 106 31
hybrid PBE0 94,95 90 106 25
hybrid PBEh-3c 87 87 42
hybrid PW6B95 129 90 106 28
hybrid TPSS0 130 90 106 25
hybrid TPSSh 131 110 106 10

hybrid ωB97M-V a 132 8 10 15–100 d

hybrid ωB97X-V a 133 8 10 16.7–100 d

double hybrid B2PLYP 134 110 106 53 27
double hybrid B2GP-PLYP 135 110 106 65 36
double hybrid B2K-PLYP 135,136 69 – 72 42

double hybrid DOD-SCAN-D3(BJ) e 137 137 – 66 0/62.83 f

double hybrid DOD-SCAN-D4 e 137 – 137 66 0/63.44 f

double hybrid mPW2PLYP 138 5 106 55 25
double hybrid PBE0-DH 139 140 106 50 12.5

double hybrid PWPB95 141 110 106 50 0/26.9 f

double hybrid revDOD-PBEP86-D3(BJ) e 137 137 – 69 0/60.55 f

double hybrid revDOD-PBEP86-D4 e 137 – 137 69 0/61.22 f

double hybrid revDSD-PBEP86-D3(BJ) e 137 137 – 69 7.9/57.85 f

double hybrid revDSD-PBEP86-D4 e 137 – 137 69 6.36/59.22 f

double hybrid SOS0-PBE0-2 142 7 – 79.37 0/66 f

double hybrid ωB2PLYP 143 11 11 53–100 d 27

double hybrid ωB2GP-PLYP 143 11 11 65–100 d 36

double hybrid ωB88PP86 144 – – 65–100 d 42

double hybrid ωPBEPP8 144 – – 70–100 d 48
ab initio MP2 70 7,145 – 100 100
a The DFT-D3(BJ)/4 dispersion correction replaces the VV10 kernel in this van-der-Waals functional, while

its semi-local exchange-correlation component stays the same. b DFT-D3(0) correction. c Damping parameters

for B3LYP* have yet to be defined, so we use the standard B3LYP damping parameters. d Range-separated
functionals with variable amounts of Fock exchange. e The underlying parameters for these functionals differ

between their D3(BJ) and D4 versions. f Scale factors for the same spin and opposite spin contributions to the
MP2 correlation energy, respectively.
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3 Development of the

MME55 set

3.1 Enzyme models included
in the set

Two main considerations were involved in
the selection of enzyme models. The first
was that the set should represent a range
of different transition metals, spin states,
and reaction types; the second was that the
systems should be of similar size to those
used in typical enzyme modeling studies.
The generation of reference data becomes
more complicated as systems get larger or
more metal ions are included; on the other
hand, we have previously shown that us-
ing reduced models of enzyme active sites
is inadequate for benchmarking,68 and this
is likely even more inappropriate in met-
alloenzymes where the coordination envi-
ronments of the metal ions also need to be
represented. We thus searched the litera-
ture for DFT and QM/MM studies of en-
zyme mechanisms, focusing on ones where
the active site model or QM region con-
tained up to 120 atoms and no more than
2 metal centers, so that the entire model
could be used without needing to be sim-
plified. The selected enzyme models, which
range in size from 51-116 atoms and cover
eight different transition metals, are:

• (2R,3S)-Dimethylmalate lyase155 (DMML):
a manganese-dependent enzyme that
catalyzes the cleavage of dimethyl
malate, forming propionate and pyru-
vate.

• Cysteine dioxygenase65 (CDO): an iron-
dependent enzyme that catalyzes the me-
tabolization of cysteine. The four-step

process is modeled in the singlet, triplet
and quintet spin states.

• Nitrile hydratase156 (Co-NHase): a
cobalt-dependent enzyme that catalyzes
the hydrolysis of organic nitriles into
their amides.

• Superoxide dismutase157 (NiSOD): a
nickel-dependent enzyme that catalyzes
the disproportionation of superoxide to
molecular oxygen and hydrogen perox-
ide.

• Hemocyanin67 (Hc): the oxygen binding
process in the Cu2O2 core, modeled in
both the singlet and triplet states.

• Aminopeptidase158 (AAP): a zinc-
dependent enzyme that catalyzes the
cleavage of the N-terminal amino acid
residues of polypeptides and proteins.

• Phosphotriesterase159 (PTE): a zinc-
dependent enzyme that catalyzes hydrol-
ysis of organophosphate triesters. This
model was also included in the mainly-
organic enzyme set that we have previ-
ously used to benchmark DFT.18

• Perchlorate reductase160 (PcrAB): a
molybdenum-dependent enzyme that
catalyzes the conversion of perchlorate
to chlorate and subsequently chlorite.

• Acetylene hydratase161 (AH): a tungsten-
dependent enzyme that catalyzes the
nonredox hydration of acetylene to ac-
etaldehyde.

• Formaldehyde ferredoxin oxidoreduc-
tase162 (W-FOR): a tungsten-dependent
enzyme that catalyzes the reduction of
formaldehyde to formic acid.
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Figure 1: Reaction schemes for the enzyme models, adapted from Refs. 65,67,155–163.
Steps that are included in the final MME55 set are labeled in red.
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• Carbon monoxide dehydrogenase163

(Mo-Cu CODH): a binuclear molybdenum-
copper enzyme that catalyzes the oxida-
tion of CO to CO2.

Reaction schemes for the original eleven
models are shown in fig. 1.

3.2 Geometry optimizations

After taking the published structures for
each enzyme included in the set, our first
step was to reoptimize the geometries to
ensure that a consistent level of theory was
used. Any constraints that had been ap-
plied in the previous studies (see SI for de-
tails) were maintained in our optimizations,
and for some structures in the PcrAB and
Hc systems, ORCA’s fragment optimiza-
tion feature was used to ensure that correct
configurations were maintained. The orig-
inal DMML structures were altered pre-
optimization to replace the carbon atoms
at the QM/MM crossover points with hy-
drogens, so that they could be optimized as
cluster models. For systems where multiple
spin state surfaces were included, the struc-
tures were separately optimized in each
spin state. In the case of NiSOD, only
the most stable state for each structure was
provided in Pelmenschikov and Siegbahn’s
study, but in our reoptimizations, we have
ensured that all reaction steps occur on the
same spin surface to eliminate any spin-
crossover effects from our calculated barrier
heights and reaction energies. Not all tran-
sition states of each reaction were able to
be successfully reoptimized, so the final set
contains no barrier heights for DMML, Co-
NHase, PcrAB, Mo-Cu CODH, CDO and
the singlet state of Hc.

The importance of dispersion correc-
tions in geometry optimizations has been

shown numerous times,71,72 including for
organometallic complexes.164 In our pre-
vious work on enzyme benchmarking,18

we showed some examples of how PBEh-
3c structures improved the description
of dispersion-supported interactions such
as hydrogen bonding and aromatic π-
stacking, including in the PTE model
which we have also included here in the
MME55 set. We see similar changes in
some of the structures here, and we give
two examples in fig. 2; see figure caption for
dispersion-uncorrected levels of theory of
the original structures. For AAP Int1, the
optimized structure has the substrate ro-
tated so that the acetyl group can interact
with one of the histidine residues. For Co-
NHase ES, an off-center parallel π-stacking
interaction between the benzonitrile sub-
stituent and tyrosine residue is only seen
in the optimized structure, not the original
structure.

We note that in some cases, the optimiza-
tions have converged in arrangements that
do not match the original crystal struc-
tures from while the models were devel-
oped, and may be unfavorable for the over-
all mechanisms—for example, with amino
acid side chains rotating away from where
they will later react. While this is a prob-
lem when comparing to experimental data,
here we use the same structures for both
the theoretical reference values and the
DFT tests, so there is less influence on
the calculated deviations. The reoptimized
systems should still represent the types and
overall magnitude of non-covalent interac-
tions that are seen in enzymes, even if they
are configured differently, and therefore we
believe that slight alterations in the struc-
tures are not harmful for the purpose of a
benchmark study.
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Figure 2: Comparisons between original
structures (red) and reoptimized structures
(blue). For clarity one histidine residue
has been hidden in AAP Int1a, while for
the original structure of Co-NHase ES,
only the Co centre, benzonitrile substituent
and tyroside side chain are shown. Origi-
nal AAP structure: B3LYP/6-31G(d,p)165

with Stuttgart-Dresden ECP81 on Zn.
Original Co-NHase structure: M06L/6-
31G(d,p) with Stuttgart-Dresden ECP on
Co. Reoptimized structures: PBEh-3c.

3.3 Testing multireference
character

To ensure that reliable single reference
benchmark energies could be calculated

for the systems, the multireference char-
acter of each structure was checked with
a range of diagnostics. First Aλ val-
ues166 were obtained using the PBE and
PBE0 density functionals. Then DLPNO-
CCSD(T)/TightPNO/def2-SVP calcula-
tions were done to test the %TAE(T),167

T1 diagnostic168 and largest T2 amplitude.
The Aλ and %TAE(T) approaches test
the sensitivity of the total atomization
energies to the level of theory (namely
Hartree-Fock and higher order coupled
cluster excitations, respectively). Aλ ≤
0.1 and %TAE(T) ≤ 2% generally mean
that a system is dominated by dynamic
correlation, while values of Aλ ≈ 0.15 and
%TAE(T) up to 5% indicate mild multiref-
erence character. For the T1 diagnostic,
typically a threshold of 0.02 is used, but
Wilson and coworkers state that this can
be increased up to 0.05 for systems contain-
ing transition metals.169 While thresholds
for the largest T2 amplitude are not as
clearly defined, generally values of 0.1–0.2
have been considered mild but not neces-
sarily problematic when other diagnostics
are low,41,166 while some say up to 0.15 can
be considered low.50,169

The results of these diagnostic tests are
summarized in table 2. %TAE(T) values
could not be calculated for PcrAB and Mo-
Cu CODH due to convergence issues for
the Mo atom calculation, but given that no
systems have %TAE(T) ≥ 2%, even those
which are indicated to have mild multiref-
erence character by the other diagnostics,
it is likely that these values would also be
low. Looking at the other diagnostics, we
see that none of the T1 values are greater
than the revised 0.05 threshold for transi-
tion metals, and even the largest Aλ values
still only indicate mild multireference char-
acter. The trends across the diagnostics,
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Table 2: Summarized results of tests of the multireference character of each system, with
values indicating mild or moderate multireference character shown in bold and the number
of structures above the threshold for each diagnostic given in parentheses. Overall ranges
for each reaction are given, while full results can be found in the Supporting Information.
Any reaction steps involving structures that are flagged by three or more diagnostics are
cut from the final set.

Reaction
No. of

Aλ %TAE(T) T1 diagnostic Largest T2 amp.
No. of Remaining Remaining

strucs strucs cut no. of BHs no. of REs
DMML 6 0.10–0.10 1.18–1.20 0.012–0.013 0.054–0.056 0 0 6
CDO 15 0.11–0.14 (15) 1.51–1.76 0.013–0.039 (5) 0.053–0.229 (2) 2 0 8
Co-NHase 4 0.11–0.11 (4) 1.41–1.42 0.016–0.018 0.069–0.082 0 0 3
NiSOD 13 0.11–0.14 (13) 1.45–1.70 a 0.014–0.048 (8) a 0.056–0.215 (8) a 10 2 1
Hc 8 0.13–0.14 (8) 1.66–1.97 0.013–0.018 0.045–0.196 (2) 0 2 4
AAP 10 0.09–0.10 1.23–1.25 0.013–0.013 0.061–0.063 0 4 5
PTE 5 0.12–0.12 (5) 1.53–1.54 0.013–0.013 0.055–0.057 0 2 2
PcrAB 4 0.16–0.19 (4) –a 0.023–0.031 (4) 0.056–0.421 (1) 1 0 1
AH 10 0.09–0.09 1.38–1.45 0.013–0.015 0.057–0.070 0 4 5
W-FOR 5 0.10–0.10 1.40–1.52 0.014–0.016 0.057–0.065 0 2 2
Mo-Cu CODH 6 0.13–0.14 (6) –a 0.016–0.016 0.064–0.084 0 0 5
a The DLPNO-CCSD(T) calculation could not be converged for the Mo atom or NiSOD structures 3 and TS5, so some diagnostics could not be
obtained. These two NiSOD structures were, thus, also cut from the set.

however, are a more reliable indicator of
problematic behavior than any individual
one. We therefore use the more conserva-
tive T1 = 0.02 and largest T2 amplitude =
0.1 thresholds, along with Aλ = 0.1, and
any structures that are above the thresh-
olds on all three diagnostics are removed
from the set.

For DMML, AAP, AH and W-FOR, all
structures are shown to have low multiref-
erence character on all diagnostics. All
structures for Co-NHase, PTE and Mo-Cu
CODH, as well as the triplet state of Hc
and quintet state of CDO, have Aλ val-
ues between 0.1 and 0.15, but are still low
on the other three diagnostic tests. The
Aλ values are similarly low-mild for the
singlet state of Hc, while the largest T2

amplitudes, ranging from 0.098 to 0.196,
also indicate mild multireference character.
PcrAB has the highest Aλ values of the
set, and the T1 diagnostic values are also
slightly above the general 0.02 threshold.
One structure has a very high T2 amplitude
of 0.421, but all others are low (<0.075).
Of the 10 CDO structures across the sin-
glet and triplet states, all have Aλ between

0.11 and 0.14, five have T1 values between
0.02 and 0.05 and two have a largest T2

amplitude greater than 0.1. NiSOD is the
most problematic, with almost all struc-
tures being flagged as having mild to mod-
erate multireference character by all three
of the Aλ, T1 diagnostic, and largest T2

amplitudes—only one reaction step can be
considered to have low multireference char-
acter. Removal of the structures flagged on
three diagnostics leads to one reaction step
being cut from PcrAB, four from CDO and
ten from NiSOD. The remaining number of
data points in each reaction are listed in the
final columns of table 2, and the steps in-
cluded in the final set are labeled in fig. 1.
We note that the four steps shown for CDO
are modeled in three different spin states so
there were initially 12 REs; two steps were
cut from the singlet state (1RE3 and 1RE4)
and two from the triplet state (3RE2 and
3RE3).

We briefly note that the T1 diagnos-
tic and maximum T2 amplitudes were also
checked for the coupled cluster approaches
used to calculate the reference energies.
The differences between the initial screen-
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Figure 3: FOD plots of selected struc-
tures. Surfaces are plotted with σ=0.005
e bohr−3.

ing NormalPNO/def2-SVP and higher level
TightPNO/def2-TZVPP and def2-QZVPP
values were minimal, and there was no
change in which structures were flagged
as mild cases. There were a few differ-
ences, however, for the calculations with
modified TightPNO settings, particularly
TCutPNO = 10−5. These gave T1 ≤ 0.02
for all four PcrAB structures and NiSOD
6, which all had T1 > 0.02 in all the other
calculations. The diagnostics from all cou-
pled cluster calculations are given in the
Supporting Information.

We also calculated and visualized the

weighted fractional occupational electron
density (FOD). Overall the results are very
similar to the other diagnostics. DMML,
AAP and PTE all have virtually no FOD,
while for Co-NHase, AH, W-FOR, Mo-Cu
CODH, and the three safe NiSOD struc-
tures the FOD is small and mostly metal-
centered. A few examples of some of the
structures which were flagged as mildly
multireference by at least one diagnostic
are shown in fig. 3, while all others are
provided in the Supporting Information
(figures S1-S11). All structures for CDO
have similar levels of FOD, even between
ones that are flagged by all the other di-
agnostics and ones that are low on both
the T1 and maximum T2 amplitudes (like
3C and 5A, respectively). For Hc, it is
mild but spread evenly across the whole
Cu2O2 core. PcrAB has relatively delocal-
ized FOD, which is mainly spread across
the molybdenum, oxygen and sulfur atoms.
It is large for Int1, which is cut from the set
based on the other diagnostics, and mild-
moderate for the other structures.

3.4 Calculation of reference
values

We aimed to calculate the reference BHs
and REs for this set using DLPNO-
CCSD(T) with the TightPNO thresholds,
which is regularly used in benchmarking as
a cost effective alternative to “gold stan-
dard” CCSD(T) results. In our previous
benchmark study on enzymatically catal-
ysed reactions,18 we did an analysis of var-
ious extrapolation and estimation schemes
to determine a protocol for calculating
reference values. Our first choice was a
DLPNO-CCSD(T)/TightPNO/CBS(3,4)
extrapolation with aug-cc-pVTZ/aug-cc-
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pVQZ,170,171 followed by the equivalent ex-
trapolation with the ma-def2-TZVPP/ma-
def2-QZVPP172 basis sets. The third op-
tion was to use a composite scheme based
on MP2, which is corrected with the dif-
ference in correlation energy between MP2
and DLPNO-CCSD(T) (CC) calculated
with a small basis set, like so:

E = E
(CBS)
MP2 +[E

(TZ)
Corr(CC)−E

(TZ)
Corr(MP2)] (3)

Due to the size of the systems in MME55,
we can already rule out the Dunning ba-
sis sets as being too expensive to their
higher number of primitive Gaussian-type
orbitals. The def2 basis sets gave almost
identical results to their minimally aug-
mented equivalents in our previous tests
of basis sets, while they were also shown
to agree well with aug-cc-pVTZ/aug-cc-
pVQZ results in the ROST61 bench-
mark study.50 Therefore, we consider a
DLPNO-CCSD(T)/TightPNO/CBS(def2-
TZVPP/def2-QZVPP) extrapolation an
appropriate first choice level of theory for
calculation of the reference values. For
larger systems where this is still too ex-
pensive, we cannot use the MP2 based
composite scheme again, as MP2 is known
to be unreliable for transition metal chem-
istry,41,49,50,141 so we have tested two addi-
tional alternative strategies here.

The first of these involves extrapolation
of DLPNO-CCSD results and then correct-
ing that energy with the (T) triples energy
calculated at the triple-ζ level,

E = E
(CBS)
SCF +E

(CBS)
Corr(DLPNO−CCSD)+E

(TZ)
(T ) (4)

which cuts the computational time by elim-
inating the lengthy triples computation at
the quadruple-ζ level. The other alter-
native approach, for systems where even

DLPNO-CCSD/TightPNO/def2-QZVPP
calculations were unfeasible, uses the PNO
extrapolation scheme described by Altun
et al.173 This involves calculating results
with increasing values of the threshold
TCutPNO, which defines the PNOs included
in the final Coupled Cluster treatment,
while maintaining all other cutoffs at the
same values. To approximate standard
TightPNO results, where TCutPNO = 10−7,
calculations are done with TCutPNO = 10−5

and TCutPNO = 10−6, and the correlation
energies are extrapolated as such:

ECorr = E
(5)
Corr + 1.5 · (E

(6)
Corr − E

(5)
Corr) (5)

where E
(X)
Corr is the correlation calculated

with TCutPNO = 10−X . This is done
for each basis set, and then the PNO-
extrapolated triple-ζ and quadruple-ζ re-
sults are extrapolated to give CBS re-
sults. We refer to the approaches de-
scribed in equations 4 and 5 as “estimated
CBS(3,4)”, and “estimated TightPNO”,
respectively, and we compare both to
DLPNO-CCSD(T)/TightPNO/CBS(3,4)
for the three smallest systems in table 3.

We see that the estimated CBS(3,4) ap-
proach is generally a good alternative to
the full extrapolation. None of the devia-
tions are larger than 1 kcal/mol, the gener-
ally considered “chemical accuracy limit”
for REs and BHs, and the deviations for
the closed shell systems (Hc singlet and
PcrAB) are all below 0.4 kcal/mol. Given
that the triples correction is often the
longest part of the DLPNO-CCSD(T) cal-
culation, this approach cuts down the cost
of the def2-QZVPP computation signifi-
cantly while maintaining reasonable accu-
racy. The estimated TightPNO also cuts
costs, but comes with a greater reduction
in accuracy—the mean absolute deviation
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Table 3: Tests of Coupled Cluster approaches for calculating benchmark energies. Devia-
tions are calculated from the DLPNO-CCSD(T)/TightPNO/CBS(3,4) values. All values
in kcal/mol.

System Step
DLPNO-CCSD(T)/ est. CBS(3,4) est. TightPNO
TightPNO/CBS(3,4) Value Deviation Value Deviation

NiSOD RE4 25.484 25.770 0.285 25.159 −0.326
NiSOD BH4 27.909 28.103 0.193 27.110 −0.799
NiSOD RBH4 2.425 2.333 −0.092 1.951 −0.474
Hc 1RE1 −26.948 −27.053 −0.105 −27.605 −0.657
Hc 1RE2 −4.820 −4.785 0.035 −3.638 1.182
Hc 3RE1 5.085 4.210 −0.875 4.279 −0.806
Hc 3RE2 −8.022 −8.793 −0.771 −9.473 −1.451
Hc 3BH1 5.336 5.415 0.079 6.997 1.661
Hc 3BH2 4.068 4.122 0.054 4.792 0.723
PcrAB RE2 −48.622 −48.252 0.370 −50.606 −1.984
Mean absolute deviation: 0.286 1.006
Mean deviation: −0.083 −0.293

is just above 1 kcal/mol, and only one step
(Hc 3RE1) is better with this approxima-
tion than with estimated CBS(3,4). How-
ever we note that the error seen here for
this approach may be unfairly influenced
by the systems we have used to test it.
The DLPNO scheme involves treating only
strongly interacting pairs at the Coupled
Cluster level, while weakly interacting pairs
are calculated with MP2, but as Liakos
and Neese have pointed out,41 the MP2
correlation energy of the Cu2O2 core is
wildly inaccurate compared to CCSD(T)
and LPNO-CCSD. In the calculations with
looser TCutPNO values, more pairs are con-
sidered weak pairs, and therefore MP2
has a stronger influence on the overall en-
ergy. This may lead to larger than ex-
pected changes between the TCutPNO =
10−5 and 10−6 results, resulting in the
PNO extrapolation overshooting the stan-
dard TightPNO correlation energy. Also,
the two structures involved in PcrAB RE2
have T1 diagnostic values > 0.02, which
Altun et al. have shown can lead to slower
convergence of the DLPNO-CCSD(T) cor-

relation energy with increasing TCutPNO,174

which may impact the accuracy of the ex-
trapolation. For the three NiSOD energies,
for which all structures have T1 < 0.015,
the deviations are much smaller.

Co-NHase is the only model in the set
large enough to require the estimated
TightPNO approach. It is a closed
shell cobalt enzyme with low T1 diag-
nostic values, therefore we believe that
the error of this level of theory will not
be unreasonable for this system. For
Hc, NiSOD and PcrAB, the DLPNO-
CCSD(T)/TightPNO/CBS(3,4) values
were used as the references for the follow-
ing benchmark study, and all other systems
used the estimated CBS(3,4) approach. At
this point, we have cut three additional
steps from the set that had reference REs
of <0.1 kcal/mol, as these give unreliably
high percentage deviations for the tested
DFAs. The final reference values for all 55
data points in the MME55 set are given in
table 4.
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Table 4: Final reference values for the MME55 set, given in kcal/mol.

Reaction Stepf Ref. value Reaction Stepf Ref. value Reaction Stepf Ref. value
DMML RE1 −0.851 b Hc 1RE1d −26.948 a AH RE1 −9.245 b

DMML RE3 24.207 b Hc 1RE2d −4.820 a AH RE2 10.083 b

DMML RE4 65.206 b Hc 3RE1d 5.085 a AH RE3 −21.181 b

DMML RE5 −9.256 b Hc 3RE2d −8.022 a AH RE4 −3.483 b

DMML RE6 −31.744 b Hc 3BH1d 5.336 a AH RE5 −3.184 b

CDO 1RE1d −1.151 b Hc 3BH2d 4.068 a AH BH2 16.862 b

CDO 1RE2d −52.657 b AAP RE2 4.187 b AH BH3 14.846 b

CDO 3RE1d −3.589 b AAP RE3 0.867 b AH BH4 8.503 b

CDO 3RE4d −53.488 b AAP RE4 0.682 b AH BH5 17.423 b

CDO 5RE1d −43.640 b AAP RE5 −3.480 b W-FOR RE1 −3.500 b

CDO 5RE2d −67.777 b AAP BH1 8.830 b W-FOR RE2 −14.436 b

CDO 5RE3d −10.256 b AAP BH3 2.484 b W-FOR BH1 14.308 b

CDO 5RE4d −1.084 b AAP BH4 1.706 b W-FOR BH2 19.940 b

Co-NHase RE1 28.079 c AAP BH5 1.479 b Mo-Cu CODH RE1 4.886 b

Co-NHase RE2 −27.586 c PTE RE1 2.459 b Mo-Cu CODH RE2 −10.823 b

Co-NHase RE3 8.487 c PTE BH1 6.796 b Mo-Cu CODH RE3 −3.770 b

NiSOD RE4 25.484 a PTE BH2 8.256 b Mo-Cu CODH RE4 4.483 b

NiSOD BH4 27.909 a PcrAB RE2 −48.622 a Mo-Cu CODH RE5 −1.684 b

NiSOD RBH4e 2.425 a

Level of theory: aDLPNO-CCSD(T)/TightPNO/CBS(3,4), bestimated CBS(3,4), cestimated TightPNO.
dA number in front the label indicates multiplicity when needed for clarity. eBarrier of reverse reaction.
fSpecific details of each step can be found in the Supporting Information.

4 Benchmark study: re-

sults and discussion

Using the MME55 set, we have tested the
density functionals listed in table 1 with
and without dispersion corrections, result-
ing in a total of 119 unique combinations.
Deviations were calculated as REmethod −
REref. or BHmethod − BHref. for all data
points in the set. Percent deviations (PDs)
were calculated as deviation

|ref.value| × 100%, using
absolute values of the reference REs and
BHs so that the PDs have the same signs
as the deviations. Statistical analysis was
done on these values, and in table 5 we
present mean absolute deviations and per-
cent deviations (MADs and MAPDs) for
each functional. Violin plots of the de-
viations across each rung of Jacob’s Lad-
der175 are shown in fig. 4, along with

the mean MAD (MMAD) of each category.
In this section we discuss the D3(BJ) and
D3(0) results together generally under the
label “D3”, and only name the specific vari-
ant for individual functionals. For B3LYP,
which was tested with both variants, the
D3(BJ) results are used preferentially to
D3(0) unless otherwise stated.

The results in table 5 and figure 4 show
two key trends—the general improvement
in the performance of density functionals
as one goes up the rungs of Jacob’s Ladder,
and the improvement of the results when
dispersion corrections are applied—that
match the findings of many other bench-
mark studies.5,18,21,23,47,48,50,176 The MMAD
and MMAPD of each rung is lower than for
the previous rung for both the plain and
dispersion corrected functionals, although
the improvements of double hybrids over
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Table 5: Mean absolute deviations (kcal/mol) and mean absolute percent deviations (%)
for all assessed methods, listed in alphabetical order within the rungs of Jacob’s Ladder,
as well as mean MADs and MAPDs for each rung of Jacob’s Ladder. Results are for the
def2-QZVPP basis set, except for the -3c methods which use their own modified basis sets.
The lowest value for each statistic in each rung is bolded.

Type Method
Plain D3(0) D3(BJ) D4 V

MAD MAPD MAD MAPD MAD MAPD MAD MAPD MAD MAPD
GGA B97-3c 6.4 71.8
GGA BLYP 7.7 111.3 6.4 74.9 6.5 76.1
GGA BP86 7.0 91.5 6.5 80.5 6.7 81.0
GGA OLYP 8.1 127.9 5.5 71.4 6.2 85.7
GGA OPBE 7.9 120.3 6.6 100.2 7.3 108.7
GGA PBE 7.0 89.3 6.4 75.2 6.5 77.3
GGA PW91 6.9 87.9 6.5 77.8 6.5 77.6
GGA revPBE 7.5 107.5 5.9 68.0 6.4 77.8
meta-GGA B97M 4.6 60.9 4.2 56.3 4.3 55.9
meta-GGA M06L 4.8 69.1 4.8 68.1 4.7 67.1
meta-NGA MN15-L 3.7 71.2 3.7 71.2
meta-GGA r2SCAN 5.4 69.3 5.2 65.1 5.2 66.0
meta-GGA r2SCAN-3c 6.0 70.1
meta-GGA revTPSS 6.2 77.4 6.2 77.6 6.3 78.4
meta-GGA TPSS 6.6 85.8 6.0 70.4 6.2 73.2
hybrid B3LYP 5.0 78.9 4.0 49.9 3.8 45.3 3.9 48.3
hybrid B3LYP* 5.5 81.9 4.5 a 55.7 a 4.3 a 50.9 a 4.4 a 52.1 a

hybrid BHLYP 5.3 75.1 4.3 48.9 4.1 48.0
hybrid CAM-B3LYP 3.6 54.5 3.0 44.1 2.9 39.1
hybrid M06 3.0 47.5 3.0 45.8 3.0 45.7
hybrid M062X 4.0 46.9 4.0 46.5 4.0 46.6
hybrid MN15 3.2 37.0 3.2 37.0
hybrid MPW1B95 2.9 37.6 2.7 31.7 2.8 34.1
hybrid PBE0 3.8 52.3 3.2 39.3 3.4 42.8
hybrid PBEh-3c 4.3 55.9
hybrid PW6B95 3.1 41.6 2.8 31.4 2.9 33.1
hybrid TPSS0 3.5 49.7 3.0 41.1 3.2 41.4
hybrid TPSSh 5.2 72.7 4.5 55.7 4.7 58.2
hybrid ωB97M 2.9 31.3 2.8 30.6 2.5 24.5
hybrid ωB97X 3.4 39.3 2.9 31.2 2.5 27.0
double hybrid B2PLYP 4.0 63.2 3.7 51.0 3.8 54.1
double hybrid B2GP-PLYP 3.3 51.5 3.1 43.1 3.1 47.0
double hybrid B2K-PLYP 3.5 48.7 3.4 44.1

double hybrid DOD-SCAN b 3.2 46.0 3.3 50.5
double hybrid mPW2PLYP 3.5 53.4 3.2 45.0 3.2 46.4
double hybrid PBE0-DH 3.1 41.8 3.0 39.5 2.8 37.4
double hybrid PWPB95 2.7 36.8 2.6 33.2 2.6 32.8

double hybrid revDOD-PBEP86 b 2.6 34.3 2.5 35.3

double hybrid revDSD-PBEP86 b 2.7 37.6 2.7 39.1
double hybrid SOS0-PBE0-2 2.6 36.1 2.3 31.8
double hybrid ωB2PLYP 2.5 37.3 2.5 37.2 2.5 37.2
double hybrid ωB2GP-PLYP 2.6 38.8 2.6 38.8 2.6 38.8
double hybrid ωB88PP86 4.4 79.1
double hybrid ωPBEPP86 5.6 102.8
ab initio MP2 7.1 89.6 7.0 87.8

Rung
Plain All D3 D4

MMAD MMAPD MMAD MMAPD MMAD MMAPD
All GGAs 7.4 105.1 6.3 77.5 6.6 83.5
All meta-GGA/NGAs 5.3 74.6 5.1 68.9 5.5 68.5
All hybrids 4.0 56.3 3.5 42.9 3.5 42.4
All double hybrids 3.4 53.6 2.9 40.1 2.9 41.9
a Calculated using the damping parameters for B3LYP. b Separate functional parametrizations were used for the D3(BJ) and D4 versions of
these functionals.

hybrids are relatively small. As mentioned
earlier, MP2 is unreliable for transition
metals—here it is one of the worst meth-
ods tested—which somewhat weakens the
performance of double hybrid DFAs. The
improvements from higher rungs are also
visually obvious in the changes in shape
seen in the violin plots. The density of the

data narrows dramatically, the interquar-
tile ranges get smaller, and the medians
get closer to zero. The ranges of devi-
ations (the length of each plot) for the
dispersion corrected functionals also de-
crease, but the improvements are less than
1 kcal/mol between the top three rungs.
The meta-GGA/NGAs have the smallest
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Figure 4: Violin plots by rungs of Jacob’s
Ladder with and without dispersion correc-
tions, including all functionals except the
-3c composite methods. The overall shape
of each plot represents the density of the
data across the range of deviation values,
while the internal black boxes and white
dots represent the interquartile range and
median value, respectively. Mean MADs
for each category are given in kcal/mol.

range for the plain functionals, and this
would also be the case for the dispersion
corrected functionals if not for r2SCAN-3c,
which has the worst range in the third rung.
While the maximum positive deviations for
the hybrids and double hybrids are smaller
than for the lower rungs, some systems are
particularly sensitive to the amount of Fock
exchange or MP2 correlation, leading to
some larger negative deviations. Looking
at the influence of the dispersion correc-
tions, we see reductions in the MADs and
MAPDs for almost all functionals when
they are applied. The addition of a dis-
persion correction makes the most differ-
ence to GGA functionals, with the largest
improvement seen for OLYP-D3(BJ)—the
dispersion correction reduces the MAD by

2.6 kcal/mol, and the MAPD by 56.5 per-
centage points—while double hybrids re-
ceive the smallest benefit. The Minnesota
functionals are also less sensitive to the ad-
dition of dispersion corrections for equilib-
rium structures, but the D4 correction gen-
erally improves their results slightly. The
difference in the D3 and D4 MADs for each
functional are shown in figure 5, with pos-
itive differences meaning the D4 MAD is
lower than the D3 MAD, and vice versa
for the negative differences. D3 gives bet-
ter results than D4 for all GGA function-
als, while for the meta-GGA/NGAs and
hybrids, there is an almost equal number of
functionals either side. The differences are
negligible for all the double hybrids except
B2PLYP and PBE0-DH, and the D3 and
D4 MADs are also the same to one dec-
imal place for PW91, r2SCAN, M06 and
M062X. While D4 is clearly better than
D3 for B97M, ωB97M and ωB97X, neither
beat the original -V versions of these three
functionals. For all DFAs except revTPSS,
both D3 and D4 give MADs that are lower
than or the same as the MAD of the plain
functional, so either is a better choice than
using no dispersion correction at all.

Given that this benchmark set is inspired
by our mostly organic enzyme benchmark
set18 and the organometallic benchmark
sets MOR41,48 MOBH3549 and ROST61,50

we briefly compare our top-performing
functionals to those. For the GGAs,
OLYP-D3(BJ) has the lowest MAD, which
was also the case for the organic en-
zymes. revPBE-D3(BJ) has the second
lowest MAD and lowest MAPD, while its
D4 variant was consistently among the top
performing GGAs for the organometallic
benchmark sets. MN15-L-D3(0) is the best
third-rung (meta-GGA/NGA) functional
based on MAD, as it was for MOBH35,
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Figure 5: Differences in functional MADs
between D3 and D4. A negative difference
signifies that the D3 results are better than
D4, and vice versa for a positive difference.
GGA functionals are shown in red, meta-
GGAs in orange, hybrids in light blue and
double hybrids in dark blue.

while on MAPDs B97M-V and its -D3/-
D4 variants are the strongest. Those func-
tionals and the related hybrids ωB97M-V
and ωB97X-V, which were the best hybrids
in this study, are consistently good per-
formers in the previously mentioned studies
as well as many other benchmark sets for
main group6,8 and transition metal42,51,177

chemistry. Finally, the best double hy-
brids are SOS0-PBE0-2-D3(BJ), revDOD-
PBEP86-D4, ωB2PLYP-D4 and PWPB95-
D4. SOS0-PBE0-2-D3(BJ) was the best
double hybrid for the organic enzymes,
while PWPB95-D3(BJ) was the best for
ROST61 and MOR41. revDOD-PBEP86-
D4 was second best for MOBH35, while
the D3(BJ) version was fourth for ROST61.
The good performance of ωB2PLYP-D4 on
these ground state systems is interesting,
as it was originally developed for excited
state time-dependent DFT, but the plain

functional has already been shown to per-
form well in predictions of UV-Vis spectra
for copper complexes.178

Taking a closer look at the hybrids and
double hybrids, we present violin plots of
the best variant of selected functionals in
figs. 6 and 7, with each point colored by
reaction. Across the hybrids, the major-
ity of deviations lie between −10 and 5
kcal/mol. The largest positive deviation
for each functional is found for either CDO
5RE1 or PcrAB RE2, and in most cases
these are significantly higher than the next
positive deviation. The reference REs for
these two steps, however, are −43.64 and
−48.62 kcal/mol, so the average percent-
age deviations (PDs) for these steps across
all hybrid functionals are only 39.7% and
35.4%, respectively, and thus they are not
seen as outliers in the plots of PDs. In gen-
eral, it appears that higher amounts of Fock
exchange lead to lower REs for CDO, with
TPSSh and B3LYP* (10% and 15%, re-
spectively) having the highest positive de-
viations for 5RE1 of the functionals shown,
and BHLYP and M062X (50% and 54%,
respectively) both severely underestimat-
ing 3RE4. The PDs of CDO 3RE1 show
the same trend with these functionals, with
the sign of the PD changing from posi-
tive to negative with the larger amounts
of Fock exchange. Looking at the spread
of the deviations, ωB97M-V and ωB97X-
V have very tight distributions—ωB97X-
V has the smallest range of the hybrids,
and this range is almost halved when CDO
5RE1 and PcrAB RE2 are ignored. The
ranges of PDs for these two functionals are
also impressive, with no significant tails in
either direction. Despite B3LYP still be-
ing regularly used for mechanistic studies
of metalloenzymes,62,66,152,160,163,179–185 of-
ten uncorrected or with the older DFT-
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D2186 or -D3(0) dispersion corrections, it
is not a strong performer here. Consider-
ing just the best variant of each functional,
B3LYP-D3(BJ) is 10th out of 15 hybrids
on MADs, and 9th on MAPDs. B3LYP*
is sometimes recommended over B3LYP for
metalloenzyme energetics,152,185 but here it
is even worse—B3LYP*-D3(BJ) is 13th on
both MADs and MAPDs. On the other
hand, CAM-B3LYP is slightly better than
B3LYP, suggesting that range separation
may be more effective at improving the
results than changing the global amount
of Fock exchange. Interestingly, CAM-
B3LYP performs best with D4, instead of
the D3(BJ) correction preferred for B3LYP.
M06 is also widely popular, and performs
similarly to B3LYP on MAPDs but much
better on MADs. M06 and M062X were de-
veloped simultaneously, but the fitting set
for M06 contained an additional database
of transition metal bond energies,127 and
therefore should do better for organometal-
lic chemistry. The lower amount of Fock
exchange in M06 does improve the treat-
ment of CDO, but the results are similar for
the remaining systems, and the interquar-
tile range is actually slightly smaller for
M062X for both the deviations and PDs.

For the double hybrids, the devia-
tions and PDs with the largest magni-
tudes mostly come from the two copper-
dependent enyzmes Hc and Mo-Cu CODH,
because MP2 is particularly problematic
for copper complexes, as mentioned ear-
lier. It massively overstabilizes the per-
oxo geometry of the Cu2O2 core in the
singlet state,41 leading to the large nega-
tive deviations and PDs seen for Hc 1RE2
which corresponds to the formation of
that configuration—the PD of this step
for MP2 is −652.9%, while the average
PD across the double hybrids is −284.9%.

On the other hand, the triplet REs of Hc
are almost always overestimated, as is the
second RE of Mo-Cu CODH, leading to
large positive deviations across almost all
functionals. We, thus, strongly discourage
the use of double-hybrid functionals for
enzymes containing copper. Conversely,
higher amounts of MP2 correlation im-
prove the deviations for PcrAB RE2, with
the low-MP2 double hybrids PBE0-DH-D4
(12.5%) and PWPB95-D4 (26.9% opposite
spin correlation only) having the highest
deviations for this step. We again see
some large negative deviations for CDO
with higher-Fock exchange functionals,
particularly SOS0-PBE0-2-D3(BJ) (79.4%
Fock exchange). The functionals with
the best ranges shown, ωB2PLYP-D4 and
mPW2PLYP-D3(BJ), are therefore ones
that have relatively low fractions of (short-
range) Fock exchange, and around 25%
MP2 correlation. SOS0-PBE0-2-D3(BJ),
which has the lowest MAD and MAPD,
has long tails particularly below the x-axis
due to a few reaction steps, but the major-
ity of the deviations and PDs are tightly
clustered around 0 kcal/mol. revDOD-
PBEP86-D4 is a robust choice, with a
slightly smaller range of deviations than
SOS0-PBE0-2-D3(BJ) and narrower dis-
tribution in the center than ωB2PLYP-
D4. Particularly on PDs, PWPB95-D4 is
also a reliable recommendation—it has the
smallest range of PDs and second lowest
MAPD. While PWPB95 was exclusively
fitted against a small number of main-
group molecules, its amount of Fock ex-
change was kept low for a double hybrid
(50%) to also perform better for transi-
tion metals,141 which helps explain its
strength for these metalloenzyme mod-
els and other organometallic benchmark
sets.48,50 Another factor is that PWPB95,
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revDOD-PBEP86-D4 and SOS0-PBE0-2
are all spin-opposite-scaled (SOS) func-
tionals,187 containing only opposite spin
contributions to the MP2 energy. Many
previous studies have shown that SCS-
(spin-component-scaled188) and SOS-MP2
are better than standard MP2 for transi-
tion metals,33,34,47–49,189 and here the SOS
ones are particularly strong. Indeed, we see
that the two versions of revDOD-PBEP86
are better than the two versions of revDSD-
PBEP86. The D4 version of revDOD-
PBEP86 is better on deviations than the
D3(BJ) version, with a lower MAD, smaller
range of deviations, and a narrower in-
terquartile range, but revDOD-PBEP86-
D3(BJ) has a slightly lower MAPD and
the violin plots of PDs look very similar
for the two functionals. Again, range-
separated functionals give better results
than their global counterparts. ωB2PLYP
is significantly better than B2PLYP, and
the same is seen for (ω)B2GP-PLYP. We
note little impact of dispersion corrections
for the two range-separated double hybrids,
as reported in refs. 11 and 190.

Given that the identity of the transition
metal in each enzyme appears to lead to dif-
fering functional performance, we have cal-
culated separate MAPDs for each, group-
ing together molybdenum and tungsten
as these exhibit similar reactivity. The
best hybrid and double-hybrid functionals
for each subset are presented in table 6.
ωB97M-V is one of the best hybrids for
the enzymes containing manganese, cobalt,
nickel and zinc, while ωB97M-D3(BJ) is
the best for Mo-Cu CODH. ωB97X-V and
its D3/D4 variants are also in the top three
for most of the transition metal groupings.
The molybdenum/tungsten subset is the
only one which does not have a variant of
either of these functionals in the top three

Table 6: Top three hybrid and double-
hybrid functionals for each transition metal
based on MAPDs (percentages show in
parentheses). Only the best functional-
dispersion correction combination is listed.

Best hybrids Best double hybrids
Overall

ωB97M-V (24.5) SOS0-PBE0-2-D3(BJ) (31.8)
ωB97X-V (27.0) PWPB95-D4 (32.8)
PW6B95-D3(BJ) (31.4) revDOD-PBEP86-D3(BJ) (34.3)

Mn (DMML)
ωB97X-D3(BJ) (6.5) PWPB95-D3(BJ) (6.3)
ωB97M-V (7.5) SOS0-PBE0-2-D3(BJ) (6.6)
PBE0-D3(BJ) (7.5) PBE0-DH-D3(BJ) (7.3)

Fe (CDO)
ωB97X-V (14.1) revDSD-PBEP86-D4 (7.7)
TPSS0 (14.9) revDOD-PBEP86-D4 (10.0)
PBE0 (15.4) ωB2PLYP (12.9)

Co (Co-NHase)
BHLYP-D4 (2.6) SOS0-PBE0-2-D3(BJ) (12.2)
ωB97M-V (3.4) PWPB95-D4 (12.9)
M06-D3(0) (4.1) DOD-SCAN-D4 (16.7)

Ni (NiSOD)
ωB97M-V (4.1) ωB2PLYP-D3(BJ) (4.1)
CAM-B3LYP-D4 (6.3) ωB2GP-PLYP (6.8)
MPW1B95-D3(BJ) (10.3) revDOD-PBEP86-D4 (7.6)

Cu (Hc)
MPW1B95 (47.4) PBE0-DH (44.5)
ωB97X-D3(BJ) (49.9) PWPB95 (63.1)
PBEh-3c (50.1) ωB2PLYP-D4 (80.2)

Zn (AAP, PTE)
ωB97M-V (14.9) PWPB95-D4 (23.6)
M062X-D4 (19.9) SOS0-PBE0-2-D3(BJ) (24.5)
ωB97X-D4 (26.8) revDOD-PBEP86-D3(BJ) (26.1)

Mo/W (PcrAB, AH, W-FOR)
PW6B95 (22.9) mPW2PLYP-D3(BJ) (16.6)
TPSS0-D3(BJ) (24.8) revDOD-PBEP86-D4 (16.6)
M06 (24.9) SOS0-PBE0-2 (18.3)

Mo and Cu (Mo-Cu CODH)
ωB97M-D3(BJ) (36.5) SOS0-PBE0-2-D3(BJ) (39.6)
ωB97X-D4 (38.5) ωB2GP-PLYP (51.3)
MN15 (45.3) ωB2PLYP (56.2)

hybrids, but its best hybrid is PW6B95,
which was the third best hybrid overall
when combined with the D3(BJ) disper-
sion correction, and ωB97X-V comes in
fifth with an MAPD of 26.4%. Similarly
for the double hybrids, all subsets other
than iron have a variant of SOS0-PBE0-
2 and/or PWPB95 in their top three,
with revDOD-PBEP86-D4 second best for
iron. revDOD-PBEP86-D4 is also strong
for nickel and the molybdenum/tungsten
enzymes, while the D3(BJ) version is only
in the top three for the zinc enzymes, de-
spite being slightly better overall. We still
see that SCS/SOS double hybrids are the
best, with the only standard double hybrids
in the top three for any transition metal
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being PBE0-DH, mPW2PLYP, ωB2PLYP
and ωB2GP-PLYP. Interestingly, despite
MP2 giving bad results for copper, PBE0-
DH is still slightly better than the best
hybrids for Hc, but the other two dou-
ble hybrids are significantly worse. If Mo-
Cu CODH is grouped with Hc as an ex-
tended copper subset, the hybrid recom-
mendations are exactly the same as for Mo-
Cu CODH alone, while the top three dou-
ble hybrids are PBE0-DH-D4, PWPB95-
D4 and SOS0-PBE0-2-D3(BJ), a combina-
tion of the recommendations for the two
systems. Similarly, the best double hy-
brids when Mo-Cu CODH is added into the
molybdenum/tungsten subset are a bal-
ance of the two original lists: SOS0-PBE0-
2-D3(BJ), followed by revDOD-PBEP86-
D3(BJ) and ωB2GP-PLYP-D3(BJ). The
top three hybrids are ωB97X-V, CAM-
B3LYP-D4—an unexpected result, given
that it was not in either original top
three list—and PW6B95-D3(BJ). For the
iron, copper, molybdenum and tungsten
enzymes, some plain functionals are rec-
ommended over their dispersion corrected
variants. When the relative dispersion en-
ergy for a reaction step has the same sign as
the plain functional’s deviation, the devia-
tion of the corrected functional will have
a larger magnitude, and this occurs more
commonly in these model systems. Despite
this, we still recommend the use of disper-
sion corrections in all calculations because
they describe the physical behavior bet-
ter, and the error cancellation that leads to
lower MAPDs and MADs for uncorrected
functionals should not be relied upon to
get good results, as has been argued be-
fore.5,191,192

Finally, we look at the choice of basis
set, as large transition metal complexes
and open shell systems can be quite com-
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Figure 8: Violin plots of selected function-
als with double-, triple- and quadruple-ζ
basis sets. The overall shape represents the
density of the data across the range of devi-
ation values, while the internal black boxes
and white dots represent the interquartile
range and median value, respectively. Each
plot is labeled with the MAD (kcal/mol) for
that level of theory.

putationally demanding, so faster methods
that maintain accuracy are desirable for
computational studies of metalloenzymes.
We do not recommend cutting costs by
using GGA or meta-GGA/NGA function-
als, as the results in fig. 4 and table 5
show that these are significantly less ac-
curate. We specifically note that MN15-
L-D3(0), the best third-rung functional on
MADs, was the slowest converging func-
tional overall for most structures, so it pro-
vided no cost benefit over a good hybrid
or even double-hybrid functional. However
this may be due to the LibXC146 imple-
mentation evoked by ORCA, as MN15 and
MPW1B95 were also slow. We also can-
not recommend the -3c composite meth-
ods, as although they are fast, they per-
form poorly—PBEh-3c and r2SCAN-3c are
some of the worst in their respective rungs.
The violin plots in fig. 8 show results
for B3LYP-D3(BJ), M06-D4, PWPB95-
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D4 and ωB2PLYP-D4 (the best dispersion
combination for each functional) with three
different basis sets. Between def2-SVP and
def2-TZVPP there is a significant reduction
in the error range and distribution of the
data, confirming that double-ζ basis sets
are not adequate for calculating BHs and
REs. For ωB2PLYP-D4, def2-TZVPP is
slightly better than def2-QZVPP, but for
the other functionals there is almost no dif-
ference between the two. PWPB95 in par-
ticular is known to have a weaker basis set
dependence than other double hybrids, due
to its relatively low fraction of SOS-MP2
correlation.141 Thus, we can say that the
DFT energies are adequately converged at
the triple-ζ level, and it is not worth the
extra cost to go up to a quadruple-ζ ba-
sis set for calculating REs and BHs in such
systems.

Combining the basis set test with the
functional results, our best overall rec-
ommendations are ωB97M-V/def2-TZVPP
or ωB97X-V/def2-TZVPP, which are very
reliable and cost effective when calculat-
ing energetics of many different types of
metalloenzymes. We also recommend the
double-hybrid functionals SOS0-PBE0-2-
D3(BJ) and PWPB95-D4, except when
studying copper, cobalt and zinc enzymes,
where the results will be adversely af-
fected by the inclusion of MP2 correla-
tion. We do note, however, that func-
tionals that are good for energetics are
not always the best for geometries.16 A
test of small organometallic complexes have
shown that ωB97M-D3(BJ) and ωB97M-
D4 perform similarly to B3LYP-D3(BJ) for
geometry optimizations, while B97M-V is
slightly better,10 but without further test-
ing we can only definitively recommend
these functionals for single point energy
calculations.

5 Summary and conclu-

sions

Here we have presented and used our new
set, MME55, for benchmarking metalloen-
zyme reaction energies and barrier heights.
Eleven model reactions were taken from the
literature, representing 8 different transi-
tion metals, and all geometries were re-
optimized at the PBEh-3c level of the-
ory. Some reaction steps described in
the original studies were omitted from
the MME55 set based on an analysis of
the multireference character. Three cou-
pled cluster approaches were tested for
the calculation of reference values. While
DLPNO-CCSD(T)/TightPNO/CBS(def2-
TZVPP/def2-QZVPP) results are pre-
ferred, for some larger systems we had
to either estimate a full extrapolation
of the correlation energy by adding a
lower-level triples correction to DLPNO-
CCSD/TightPNO/CBS results, or esti-
mate TightPNO thresholds by extrapolat-
ing results calculated with looser values of
the TCutPNO parameter. The final set con-
tains 16 barrier heights and 39 reaction en-
ergies, for a total of 55 data points, and was
used to test a range of density functionals
across the top four rungs of Jacob’s Lad-
der (GGAs up to double hybrids). SOS0-
PBE0-2-D3(BJ) had the lowest MAD of all
functionals, while ωB97M-V had the low-
est MAPD. ωB97X-V, revDOD-PBEP86-
D4, and PWPB95-D4 also performed well.
The best double-hybrid functionals are
all spin-opposite-scaled approaches, reaf-
firming previous studies which show that
SCS-MP2 and SOS-MP2 are significantly
better for transition metals than standard
MP2. For copper enzymes, however, any
MP2 correlation is problematic and should

24



be avoided; hybrids also perform better
than double hybrid for the cobalt and
zinc enzymes in the set. B3LYP, despite
its popularity in metalloenzyme model-
ing, is clearly outperformed by multiple
other hybrids, even in its best dispersion-
corrected form [B3LYP-D3(BJ))]. Tests of
three different basis sets showed that def2-
TZVPP gives almost identical results to
def2-QZVPP, but double-ζ basis sets are
insufficiently small. We therefore recom-
mend ωB97M-V/def2-TZVPP and ωB97X-
V/def2-TZVPP for reliable, robust and
cost effective results across many different
types of enzymes. We hope these recom-
mendations help improve the results of
mechanistic studies of enzymes, and help
the ongoing efforts to flesh out the field
of DFT benchmarking for transition metal
chemistry.
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(45) Flöser, B. M.; Guo, Y.; Riplinger, C.;
Tuczek, F.; Neese, F. Detailed
Pair Natural Orbital-Based Coupled
Cluster Studies of Spin Crossover
Energetics. J. Chem. Theory Com-
put. 2020, 16, 2224–2235.

(46) Weymuth, T.; Couzijn, E. P. A.;
Chen, P.; Reiher, M. New Bench-
mark Set of Transition-Metal Co-
ordination Reactions for the As-
sessment of Density Functionals. J.
Chem. Theory Comput. 2014, 10,
3092–3103.

(47) Husch, T.; Freitag, L.; Reiher, M.
Calculation of Ligand Dissociation
Energies in Large Transition-Metal
Complexes. J. Chem. Theory Com-
put. 2018, 14, 2456–2468.

(48) Dohm, S.; Hansen, A.; Stein-
metz, M.; Grimme, S.; Checin-
ski, M. P. Comprehensive Thermo-
chemical Benchmark Set of Realis-
tic Closed-Shell Metal Organic Re-
actions. J. Chem. Theory Comput.
2018, 14, 2596–2608.

(49) Iron, M. A.; Janes, T. Evaluat-
ing Transition Metal Barrier Heights
with the Latest Density Functional
Theory Exchange-Correlation Func-
tionals: The MOBH35 Benchmark
Database. J. Phys. Chem. A 2019,
123, 3761–3781.

(50) Maurer, L. R.; Bursch, M.;
Grimme, S.; Hansen, A. Assess-
ing Density Functional Theory for
Chemically Relevant Open-Shell
Transition Metal Reactions. J.
Chem. Theory Comput. 2021, 17,
6134–6151.

(51) Chan, B.; Gill, P. M. W.; Kimura, M.
Assessment of DFT Methods for
Transition Metals with the TMC151
Compilation of Data Sets and Com-
parison with Accuracies for Main-
Group Chemistry. J. Chem. Theory
Comput. 2019, 15, 3610–3622.

29



(52) Larsson, E. D.; Dong, G.; Verya-
zov, V.; Ryde, U.; Hedeg̊ard, E. D. Is
Density Functional Theory Accurate
for Lytic Polysaccharide Monooxy-
genase Enzymes? Dalton Trans.
2020, 49, 1501–1512.

(53) Bushnell, E. A. C.; Gauld, J. W.
An Assessment of Pure, Hybrid,
Meta, and Hybrid-Meta GGA Den-
sity Functional Theory Methods for
Open-Shell Systems: The Case of
the Nonheme Iron Enzyme 8R-LOX.
J. Comput. Chem. 2013, 34, 141–
148.

(54) Vancoillie, S.; Zhao, H.; Radoń, M.;
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