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Introduction

According to Black (1999), empirical research is carried out in a cyclic way: ap-
proaching a research area bottom-up, data lead to interpretations and ideally to
the abstraction of laws, on the basis of which a theory can be derived. Deductive
research is based on a theory, on the basis of which hypotheses can be formu-
lated and tested against the background of empirical data. Looking at the state-
of-the-art in translation studies, either theories/models are designed or empirical
data are collected and interpreted. However, the completion of a scientific circle
by deriving hypotheses from existing theories or by drafting models and testing
them on the basis of empirical data, which can then be generalized and fed back
into the theoretical framework, can only rarely be found in translation studies.
First exceptions are for instance De Sutter et al. (2017) who link new empirical
methods to theoretical traditions, or Alves & Gongalves (2013) who investigate
translation units on the basis of relevance theoretical considerations. Another ex-
ample would be PACTE (2014) who operationalize their competence model and
test it with empirical insights. In the area of translation process research, the
comprehensive operationalization in terms of the scientific circle is still lacking.
From a methodological point of view, using empirical methods for the inves-
tigation of translation and interpreting phenomena has been an issue for quite
some time with a surge of research over the last two decades. While example-
based analyses of small numbers of source texts and their translations are still
used to generate hypotheses, many studies profit from empirical data in order
to test hypotheses, quantify findings and generalize interpretations. Finally, the
following questions have to be dealt with having the comprehensiveness of the
scientific circle in mind: how can we systematically operationalize a translation
model or theory in terms of testable variables, i.e. how can we assess a theory
or a model by means of data? Or the other way around: how can empirical data
be integrated in such a way that they result in a model or theory? Concerning
these questions, methods and techniques from translation process research can
be applied, as well as from product-oriented research, or combinations of both.
So far, product-oriented translation research has provided us with quantifica-
tions of translation phenomena without giving insights into explanatory back-
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grounds. Process-based research allows drawing conclusions on explanations
but in most cases lacks empirical evidence in form of significance testing. There-
fore, the integration of product- and process-based translation research seems
a promising goal in translation studies - including offline methods (retrospec-
tive interviews, comprehensibility ratings, etc.) as well as online methods (key-
logging, eyetracking, thinking aloud, etc., see e.g. Krings 2005). Gyde Hansen
(2002) as well as Fabio Alves (2003) were among the first to propose empirically-
based approaches tackling some of the challenges posed by dealing with both
process and product data. This kind of data triangulation has to be further elab-
orated in order to yield further insights into the cognitive processes involved in
translation.

However, some problems have to be coped with: We have to face the conse-
quence that multi-method approaches, which are necessary as a basis for data
triangulation, produce a huge amount of data, which cannot straightforwardly
be interpreted in terms of previously formulated hypotheses. Therefore, models
have to be found on the basis of data that can be investigated and interpreted in
a systematical and comprehensive way. As another consequence, statistical tests
have to be carried out in order to differentiate incidental findings from significant
results. The different kinds of data have to be mapped onto each other. When
dealing with translation corpora, alignment units are, for instance, not trivial to
define: compounds, contractions, differing tense systems, etc. lead to segmen-
tation problems across languages. The more annotation layers are included, the
more complex this mapping problem becomes. If, for example, eye-tracking and
key-logging data have to be mapped, time stamps might help to parallelize the
different processing units. If, however, eye-tracking and key-logging are to be
combined with linguistic annotation layers (e.g. on semantic relations or syn-
tactic functions), the time stamps have to be mapped onto word indexes or vice
versa, which is not trivial at all.

This volume consists of papers selected from contributions to the 2013 con-
ference of the European Society for Translation Studies (EST 2013) and the 2015
edition of the Translation in Transition conference (TiT 2015), both held at the
Faculty for Translation Studies, Linguistics and Cultural Studies of the Univer-
sity of Mainz in Germersheim, Germany. It addresses the above-mentioned is-
sues from several perspectives: multi-method product- as well as process-based
research gives insights into translation as well as interpreting phenomena. These
phenomena may include cognitive and organizational processes, procedures and
strategies, competence and performance, translation properties and universals,
etc. Empirical findings about the deeper structures of translation and interpret-

viii
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ing will reduce the gap between translation and interpreting data and model
and theory building. Furthermore, the availability of more large-scale empirical
testing triggers the development of models and theories concerning translation
and interpreting phenomena and behavior based on quantifiable, replicable and
transparent data.

Germersheim and Leipzig, November 2017
Silvia Hansen-Schirra, Oliver Czulo, Sascha Hofmann
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Chapter 1

Predicting cognate translation

Silvia Hansen-Schirra
Jean Nitzke

Katharina Oster

FTSK Germersheim, Johannes-Gutenberg-Universtitit Mainz

Empirically-based translation research has so far been developed within two ma-
jor self-standing approaches: corpus-based work on properties of translated texts
or translation universals (product) and experimental studies of translators’ expert
performance (process). Recently, advances in corpus architecture and multi-level
corpus querying are combined with methods from psycholinguistics and cogni-
tive science in order to determine predictors for translation candidate probabilities,
which in turn may range from free to literal translation solutions. In the corpus-
based realm, free translations lead to normalization effects, whereas literal ones
trigger shining-through. Speaking from a cognitive point of view, shining-through
can be related to the literal translation hypothesis, while normalization may occur
due to monitoring processes.

This paper investigates the conditions under which cognates are translated into
more literal or free translation candidates. Some of the influential factors are text
internal (e.g. context) or external (e.g. language status); others are translation in-
herent, such as the expertise of the translator and the translation mode. The former
are discussed from a product-based perspective, the latter are analyzed in a more
process-oriented manner. Multi-method approaches including translation corpora
and experimental data are used for predicting the probability of cognate variation
in translation. As a consequence, the predictors are discussed against the back-
ground of the monitor model.

Silvia Hansen-Schirra, Jean Nitzke & Katharina Oster. Predicting cognate trans-
lation. In Silvia Hansen-Schirra, Oliver Czulo & Sascha Hofmann (eds.), Empiri-
I cal modelling of translation and interpreting, 3-22. Berlin: Language Science Press.
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1 Cognition meets translation constraints

Toury (1995) identifies two laws of translational behavior: he explains that there
is a law of growing standardization, i.e., that “in translation, textual relations
obtaining in the original are often modified, sometimes to the point of being to-
tally ignored, in favour of (more) habitual options offered by a target repertoire”
(Toury 1995: 268). However, Toury also suggests that translators tend to produce
a translated utterance not by retrieving the target language via their own linguis-
tic knowledge, but directly from the source utterance itself. The universality of
discourse transfer is expressed through another translational law, the law of in-
terference: “in translation, phenomena pertaining to the make-up of the source
text tend to be transferred to the target text” (Toury 1995: 275).

From a corpus-based perspective, the first law is also reflected in Baker (1996)
universal feature of normalization: Normalization (or conservatism) means that
translators tend to conform to the typical patterns of the target language or even
to exaggerate their use. This universal feature also includes the tendency to nor-
malize marked and ungrammatical structures. But if the status of the source lan-
guage is significantly higher than the status of the target language (for example,
English compared with other languages in the field of software), normalization
in translations is weakened or the opposite tendency might even be observed. If
this is the case, the typical patterns of the source language are still visible in the
translations, which Teich (2003) calls shining-through.

The continuum between foreignization and domestication is also reflected in
the choice of literal vs. more or less free translation strategies and procedures
as well as formal vs. dynamic equivalence (Vinay & Darbelnet 1995; Newmark
1988). However, Tirkkonen-Condit (2005b) argues that literal translation is a de-
fault translation procedure, which is cognitively preferred to others. Chesterman
(2011) and Halverson (2015) reintroduce the concept of literal translation, assum-
ing that entrenchment effects strengthen the co-activation of linguistic patterns
and thus reduce the cognitive load during translation for literal renderings (see
Schaeffer & Carl (2014) for an empirical operationalization).

From a cognitive perspective, literal translation can be explained by the prim-
ing effect. When a translator reads a source text element, a specific element in
the target language is primed due to close memory links. It can then be more eas-
ily produced than other translation solutions. These close memory links might
exist on different linguistic levels. Elements of similar form, similar word class
and similar meaning have strong links across language borders.

The monitor model was proposed by Tirkkonen-Condit (2005a). She assumes
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that translators follow a predefined translation root, which is the easiest way to
translate a text. But they constantly monitor production and as soon as a problem
is encountered in this default translation root, they stop the literal translation
process and try to find a better solution. This model has been tested by Carl &
Dragsted (2012).

The continuum between monitoring and priming/literal translation could be
another way to perceive Toury’s laws of standardization and interference. The
monitor model, however, still exhibits some shortcomings. It is, for example, not
precise enough to determine which factors influence priming. As priming might
exist on several linguistic levels, what determines its strength? Finding answers
to these questions and thus creating a more elaborate monitor model could help
to predict translational behavior.

For this purpose, we will investigate cognates (translation equivalents which
share a similar form). Several studies have shown that the number of cognates
in translations varies significantly depending on other factors such as language
status of the respective languages (Vintar & Hansen-Schirra 2005) and transla-
tion mode (Oster 2017 [this volume]). Cognates are relatively easy to manage in
experimental settings and can be investigated in many language pairs. We thus
believe that they are a good basis for the investigation of the different priming
roots.

In the following, we will examine different factors that might influence the
production of cognates. Some are text internal, such as context or external such
as language status of the respective languages, as well as historical developments.
These constraints will be investigated from a product-based perspective. How-
ever, other factors are translation inherent, such as the expertise of the translator
and the translation mode, which will be analyzed from a more process-oriented
perspective. We will show how the translation of cognates can be predicted
within the context of the different constraints and finally discuss how the predic-
tors can be implemented into the monitor model.

2 Cultural-political predictors

Our hypothesis is that cultural-political predictors influence translation choices.
In the following, we introduce two external factors that predict translation be-
havior: language status and socio-historical influences.
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2.1 Language status

The first study deals with two language pairs for which we assume that the
relation between the source and target languages and cultures differ: English-
German and English-Slovene. Since 1945, German has seemed to be susceptible
to influences from the English language (Carstensen 1965). In contrast, Slovene
is less influenced and exhibits language protectionism on a political level (Vintar
& Hansen-Schirra 2005).

The results discussed here were published in Vintar & Hansen-Schirra (2005),
which includes English-German and English-Slovene translations as well as Ger-
man and Slovene original comparable texts. The authors fully automatically ex-
tracted the cognate pairs from the parallel corpora compiled for the study from
popular scientific texts using an implementation of the Levenshtein’s edit dis-
tance algorithm in the Perl String::Approx module (for details see ibid.). The
original comparable texts were used as a tertium comparationis for the cognate
frequencies.

For the comparison of the cognate frequencies, a parallel English-German and
English-Slovene subcorpus and a comparable German and Slovene subcorpus
were created. These had to be as comparable as possible in terms of corpus size
and register. For this reason, all subcorpora comprised 10,000 tokens of popular
scientific texts. Following Biber (1995), each subcorpus was composed of ten text
samples consisting of roughly 1000 tokens. This guarantees that the sub-corpora
is as well-balanced as possible. The COSMAS corpus was used as a monolingual
reference corpora for German, and the FIDA was used for Slovene (Vintar &
Hansen-Schirra 2005).

The comparison of the cognate frequencies in Slovene and German transla-
tions and Slovene and German originals shows that, in general, German has
more cognates than Slovene, and more specifically German translations exhibit
the highest cognate frequency (see 1; y* = 60.33,df = 1,p > .001).

Table 1: Cognate frequencies normalized to a corpus size of 10,000

words
Slovene German
Original 254 356
Translation 189 652
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These results illustrate that German is more susceptible to cognate use than
Slovene, and this is even more prominent in translations. However, a contrary
tendency can be observed for Slovene translations which have fewer cognates
than Slovene original texts. This might be interpreted as a slight aversion towards
the use of cognates in Slovene translations.

On the one hand, it can be said that the context of a word is very important
for the choice between cognate and native word. For instance, the English word
action was not only translated with its Slovene cognate akcija, but a series of non-
cognate translations (delovanje, tehnika, ukrepanje, aktivnost, izvedba, operacija,
udejstvovanje) could also be found in the corpus depending on the context of
the word. On the other hand, repetitions in translations are avoided by using
the cognate as well as the native words for stylistic purposes (e.g. English vol-
canic activity, German vulkanische Aktivitit, vulkanische Tatigkeit, vulkanische
Ausbriiche, vulkanische Bewegung).

Nevertheless, it seems that German is more receptive to the use of cognates
than Slovene. The preference of cognates in German might be explained by
two different tendencies: first, it might mirror the use of Anglicisms in German,
which in turn reflects the strong influence English nowadays has on the German
language (especially as lingua franca of science, Ammon 2001). On the other
hand, the cognate use might be an indicator of the susceptibility of the German
language towards internationalisms rooted in a common etymological history
(Braun et al. 2003). In contrast, it might be the case that Slovene as a ‘minor
language’ tries to avoid foreign language material by using only native words to
protect itself from language change. The tendency for or against cognates might
therefore be related to the overall language — and translation — policy in the tar-
get society. Thus, avoiding cognates might be a strategy of linguistic purism and
protectionism.

2.1.1 Socio-historical influences

Social-historical factors might influence the use of cognates, as well. In the fol-
lowing, we will compare the development of cognates in different languages over
the course of time with a bottom-up methodology using the Google Books Ngram
Viewer.! This tool shows the frequency of words and phrases used in the selected
book corpora and over the course of the selected years (between 1500 and 2008).

Thttps://books.google.com/ngrams, last accessed 13th August 2016
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to 2008.
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Figure 4: Diachronic development of tariff and its cognate versions in
German, Spanish, Italian, and French from 1900 to 2008.

Figures 1-4 show the diachronic development of four cognate words in five
different languages (English, French, German, Italian, Spanish) from 1900 to 2008
(apart from globalization — Figure 3 — because the word did not occur in the first
half of the 20" century). All figures show similar developments of the presented
words in the different languages over the course of time.

Technology and its multilingual cognate representations (Figure 1) hardly oc-
curred in the corpora before the mid-60s, when the frequency of the words
started to increase rapidly for the next decades. Although the term technology
has existed since 1910 in the English language and originates from the Greek
tekhnologia, the term high technology was coined only in 1964, which might also
characterize the beginning of this linguistic development.?

The use of international and its multilingual cognate representations (Figure 2)
increases steadily, but is not bound to a specific date or event. This indicates that
international relations and economics — well known social developments — have
become more important in our societies in the last century and hence affected
the languages as well. In contrast to technology, international has English roots
and was coined by the English social philosopher and solicitor J. Bentham.®> How-
ever, the components of international (inter* and national®) have Latin roots, a
language that influenced all examined languages. Hence, this might have pro-
moted the inclusion and acceptance of the English word in the other languages.

Zhttp://www.etymonline.com/index.php?allowed_in_frame=0&search=technology, last
accessed 13th August 2016

3http://www.duden.de/rechtschreibung/international and http://www.etymonline.com/index.
php?allowed_in_frame=0&search=international, last accessed 13th August 2016

*http://www.duden.de/rechtschreibung/inter_, last accessed 13th August 2016

Shttp://dwds.de/?view=1&qu=national, last accessed 13th August 2016
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Globalization and its equivalents (Figure 3) show a similar development to tech-
nology, but the increase is more rapid and much later. The word globalization
only emerged in 1961, although the verb globalize was first recorded in 1953, but
not in the sense that refers to global economic systems.® Here, we can observe
an interesting finding since the German and Spanish cognates appeared more
frequently and earlier in time. This development cannot be attributed to the in-
fluence of English as lingua franca but rather to the fact that this internationalism
derived from the Latin word “globus”. This clearly shows that common etymo-
logical roots might trigger cognate usage as well.

In contrast to the other example, the use of tariff and its cognates decreases
in the last decade in all five languages, albeit to different degrees. This might
be caused by a restriction of meaning because the word tariff used to have an
extended meaning, namely “prices” in general, whereas today it is mainly used
within the context of taxes and wages.’

The examples discussed here indicate that the usage of cognates varies accord-
ing to societal and technological development. The word might have popped up
in one language, but due to common language roots it might be more easily ac-
cepted in other languages as well. Furthermore, language change, like extending
or narrowing down the meaning of a word may also have an influence (Koselleck
1979).

3 Linguistic predictors

3.1 Linguistic context

The context, in which the words are embedded, is a very important factor for
translation and translation choices — a phenomenon also known as intra-lingual
communication. A table can, for example, be either furniture or a chart and
the context in which the word is used usually clearly specifies which table is
meant. We hypothesize that cognates are more frequently translated with a cog-
nate when the translators are asked to translate a single word than when the
cognate is integrated in a complete text.

To test this hypothesis, we ran a study with 67 participants, who had to trans-
late single words in a list (with information on the word class) and a complete text

Shttp://www.etymonline.com/index.php?term=globalize&allowed_in_frame=0, last accessed
13th August 2016
"http://dwds.de/?qu=Tarif, last accessed 13th August 2016
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that contained numerous cognates.® Both settings contained the same cognates.
For the study, two political texts were chosen (190 and 186 words, respectively).
A total of 20 cognates were isolated in each text and used to compose the cog-
nate list. The participants were German native speakers who studied English and
translation and were asked to translate one word list and one text. In addition,
we set a time limit of three minutes for the list and 14 minutes for the texts, be-
cause we wanted the participants to first prepare a translation draft to ensure
that they used the words first activated in their mental lexicon. The results are
presented in Table 2.

Table 2: Percentage of translations with cognates, with non-cognates,
or no translation at all depending on an existing context

Cognate non-cognate no translation
without context 57,39 32,24 10,37
with context 37,27 54,91 7,82

While cognates in the list are translated as cognates in over 57% of the cases,
they were only translated with cognates in around 37% when they were presented
in context. The picture is reversed for non-cognates translations (32% without
context, 55% with context). In some instances, the translators were not able to
produce a translation or chose to omit the word in the target text.

If we compare the translations of the same word with and without context,
different patterns can be observed: Some words were translated by most partic-
ipants with a cognate in the list condition, but were translated less often with a
cognate in the text condition. For example, priorities was translated with a cog-
nate in 93.6% of cases when it was only presented as a single word, or it was not
translated at all (no participant translated the word with a non-cognate). In the
text condition, however, priorities was translated as a cognate in only 52.9 % of
cases, and 41.2 % of the participants chose a non-cognate translation. As another
example, shield was mainly translated as a cognate (80.6 %) in the list condition

8The experiments in Section 3.1 and 4.1 were carried out at the FTsk. Translation students par-
ticipated during a lecture in the different experiments. Since the experiments were part of
their course, they did not receive any further credit for participation. The participants were
informed that the results were treated anonymously and that they were only used for scien-
tific purposes. The students were further informed that their participation had no influence on
their grades and that they could withdraw from the experiment at any time.

9Thanks to Jan Skawski and Kai Schuhmacher who conducted the experiment and came up with
first results in the context of a seminar paper.
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Figure 5: Distribution of decline (below zero) and increase (above zero)
of cognate translation with context.

and never as a non-cognate, but it was only translated as a cognate in a quarter
of the cases in the condition with context and as a non-cognate in 60 %. A point
in Figure 5 represents one word of our texts/lists and the ratio of its decrease
or increase (in percent) when translated in context compared to the single word
translation. There were also instances for which it was the other way around
(see Figure 5 and 6). For example, diversity was hardly translated with its cog-
nate in the list task (3.6%), but the frequency increased considerably in the text
task (26.3%). However, this is rather the exception than the rule, as can be seen
in Figure 6, which shows how often the cognate use radically increased (> 10%),
only slightly changed (+10%), or radically decreased (> 10%).

The analysis shows that the use of cognates in translations is dependent on
the context of the translation. In general, the participants chose a cognate less
frequently, when they were translating a whole text than when they only had
to find German equivalents in a word list. This might indicate that the cognate
translation is the “safest” without context, because the cognate is not only similar
in meaning, but also in form. When a cognate is embedded in context, however,
the translators are more secure about which translation choice to select.

12
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Figure 6: Change in translation strategy with context in percentage

3.2 Text type

As shown in the preceding section, context has an influence on cognate use. But
why would e.g. diversity be translated more often as a cognate in a political text
than in a list of single words? We assume that this behavior was triggered by the
text type. Maybe the participants thought that the use of the cognate translation
is more natural in the political context, although they are aware of a non-cognate
alternative. Hence, we hypothesize that text types influence the use of cognates.

In the following, we used the statistics component of the online tool DWDS™
to observe the intralingual influence of different text types on the use of cognates.
We used the following pairs of cognates and non-cognates, and compared them
for two different text types, namely newspapers (NP) vs. academic texts (AT).
We chose the following example because we assumed that they might be used
differently in the two text types. Further, we wanted to cover different word

classes'!:

« komplex (cognate), kompliziert (cognate) vs. schwierig (non-cognate)
« original (cognate) vs. echt (non-cognate)

« publizieren/ Publikation (cognate) vs. verdffentlichen/Veroffentlichung (non-
cognate)

+ Maschine (cognate), Apparat (cognate) vs. Gerdt (non-cognate)

10 Digitales Worterbuch der deutschen Sprache” (Digital Dictionary of the German language),

www.dwds.de
e chose the most frequent non-cognates of the translation test in Section 3.1 to come up with
these pairs. We neglected translations which only occurred once or twice.
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- spezifisch (cognate), charakteristisch (cognate), typisch (cognate) vs. beson-
ders (non-cognate), deutlich (non-cognate)

The results in Figure 7 show that, in general, there is no clear preference for
cognates or non-cognates. However, when comparing different text types, we
can see that cognates are preferred in academic texts compared to newspapers
for the same cognate/non-cognate pair. This holds true for all our examples dis-
played in Figure 7, although the difference for the pair komplex, kompliziert (cog-
nates) vs. schwierig (non-cognate) is only very small.

The interpretation of these results may be twofold:

First, it is possible to assume that German academic writing might be influ-
enced by the lingua franca of science, which is English (Ammon 2001). Language
contact might result in a higher frequency of Anglicisms, internationalisms and
cognates in German academic writing. In addition, academic texts convey a high
frequency of technical terms such as Latinisms, Grecisms and Anglicisms (Braun
et al. 2003). At same time, these are the roots of cognates because they have typ-
ically been introduced into and established in different languages and language
families.

NP: komplex/kompliziert ---------

AT: komplex/kompliziert ---------

. ——————

———

NP: publizieren/Publikation ---------

AT: publizieren/Publikation ---------

NP: Maschine/Apparat ---------

AT: Maschine/Apparat I

I

IR .
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

|
0 10 20 30 40 50 60 70 80 90 100

NP: spezifisch/charakteristisch/typisch

AT: spezifisch/charakteristisch/typisch

‘ M cognate M non-cognate ‘

Figure 7: Examples for cognates and non-cognates in academic texts
(AT) vs. newspapers (NP)
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Secondly, the preference for non-cognates in newspaper texts might reflect
a protectionary strategy of journalists towards their own language. They try to
avoid cognates, which commonly have their routes in foreign languages, in favor
of German synonyms (Liesem 2014). At the same time, shining-through effects of
English constructions or internationalisms can also be found in popular-scientific
texts translated from English to German (Hansen-Schirra et al. 2012) conveying
a certain degree of technicality, which might be comparable to the academic text
type under investigation.

In summary, typical preferences in terms of cognate usage can be identified
for different text types. Further, we assume that a more in depth study might
complete the picture. It seems, for example, reasonable that legal or technical
texts — or in general very domain-specific texts — contain more cognates than
newspaper texts or other general language texts.

4 Translation-inherent predictors

In the last part of the paper, we investigate characteristics of translators and the
translation environments that might influence cognate use. These predictors can
again be characterized as external.

4.1 Expertise

In the following study, we investigated whether cognate production changes dur-
ing the translators’ training. As Vandepitte et al. (2015) showed with respect
to metonymic language, translation competence influences processing time and
translation strategies. It can therefore be assumed that translation competence
might also have an impact on cognate translation: with increasing translation
experience, cognates might be used more consciously, because the translator is
more aware of the potential meaning. If training and experience influence the
number of cognates in translations, we take the factor experience as a variable
for the processing of cognates in the translator’s mind.

In total, 43 students of the FTsk in Germersheim participated in the experiment.
They were all German native speakers and students of English. The text was
taken from a news platform.!? It dealt with home affairs in the United States'
and was shortened in order to obtain a higher cognate density. The final text was

L2http://www.foxnews.com/, last accessed 13th August 2016
Bhttp://www.foxnews.com/politics/2013/03/03/obama-to-nominate-walmart-sylvia-
matthews-burwell-for-budget-chief.html, last accessed 13th August 2016
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187 words long and contained 49 English-German cognates which were analyzed
in the target texts. The students translated the text in a lecture at the FTsk (see
footnote 8).

We counted the number of cases in which participants decided to translate a
source language cognate with a target language cognate. The number of cognates
in the translations correlated significantly with the number of semesters (see also
Figure 8): r(41) = —0.42,p = 0.005.

o
©

Cognates

2 4 6

Semester

o0 — 00
N
o

Figure 8: Usage of cognate correlates with expertise

These results suggest that a mechanism in the translator’s mind develops dur-
ing the translator training. This could be the mental lexicon, since it was shown
that new words can also be easily learned in adulthood, and connections can be
strengthened or weakened in its network-like structure (Aitchison 2012). But the
reason could also be due to increased monitoring (see Oster 2017 [this volume]
for the impact of monitoring and mental lexicon on the lexis of the target text).
However, several studies concluded that monitoring does not develop anymore
after childhood (Wiersema et al. 2007). It depends, however, on the mental re-
sources available: motivation (Ganushchak & Schiller 2008) and time pressure
(Ganushchak & Schiller 2006).

Our hypothesis is thus that the mental lexicon changes. It is reorganized;
the connections between non-cognates become stronger since cognates are con-
stantly filtered out by the monitoring process. Monitoring itself does not change.
But as the translator needs less mental resources to activate non-cognates (their
threshold is lowered over time), more mental resources are available for monitor-
ing. This means that monitoring becomes stronger in translation tasks but not in
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general settings. We have to keep in mind, however, that the results might not
only be due to the translator training but also to increased expertise in the respec-
tive languages. This expertise goes hand in hand with the expertise in translation.
But it could be worth investigating this factor in future studies.

4.2 Computer-aided translation

In the last decades, translation technologies have become more and more im-
portant as they make translations more consistent and the process more effi-
cient. Translation memory systems and software for terminology management
have been developed and established in most translation environments. A recent
trend is the post-editing of a machine translated source text “by a human trans-
lator according to specific guidelines and quality criteria”. (O’Brien 2011: 197) In
this study, we hypothesize that the processing mode in which the translation is
produced influences cognate use. We therefore compare human translation out-
put and post-edited output. We hypothesize that machine translation generates
more cognate translations and that the translator tends to adhere to the machine
translation.

The experiments are part of the CRITT-TPR database!* that collects translation
process data for different tasks and in different languages. A total of 24 par-
ticipants took part in the study used for this analysis: twelve professional and
twelve semi-professional translators (students of the university with only little
professional work experience). The texts were newspaper articles and sociology-
related texts with different complexity levels. The length of the texts varies be-
tween 100 and 148 words. The participants were asked to translate two texts from
scratch, post-edit two machine translated texts and monolingually edit two ma-
chine translated texts — from English to German respectively. For this study, we
only looked at the post-edited and human translated target texts.

The tasks were conducted in Translog I,"®, a program used for recording mouse
activity, key strokes and gaze data with the help of the Tobii eye-tracker, which
also records the sessions, mouse activity, key-strokes and gaze data in Tobii Stu-
dio. There were no time restrictions and the participants could use the Internet
freely as a research tool.

We determined the cognates from the source texts (58 cognates in all six source
texts — some occurred more than once in one text or in a few texts) and extracted

Uhttps://sites.google.com/site/centretranslationinnovation/tpr-db, last accessed 13th August
2016

Bhttps://sites.google.com/site/centretranslationinnovation/translog-ii last accessed 13th August
2016
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the realizations of these cognates in the MT output and in the target texts (human
translation and post-editing). We differentiated between non-cognate and cog-
nate translations. Further, we analyzed the varieties in the cognate realizations
in the different translation modes.

Table 3 and 4 present the results of the cognate analysis. While Table 3 presents
total numbers (e. g. 321 cognates were realized with a cognate translation in the
translation from scratch mode), Table 4 shows the amount of variation in the
different translations modes, independent of how often they occurred. Let us
specify the counting procedure for Table 4 with some examples:

+ The English cognate motive was realized as Motiv both in the translation
from scratch and in the post-editing tasks. Hence, it was counted as TfS -
Cognate: 1; TfS — Non-Cognate: 0; PE — Cognate: 1; PE — Non-Cognate: 0.

« The cognate minimized was realized as minimieren, reduzieren, gering hal-
ten, and verringern in the translation from scratch tasks and as Minimie-
rung, minimeren, Reduzierung, and Reduktion in the post-editing tasks. It
was counted as TfS — Cognate: 1; TfS — Non-Cognate: 3; PE — Cognate: 2;
PE - Non-Cognate: 2.

« The cognate analysts was realized as Analysten, Analytiker, Analysen, and
Finanzexperten in the translation from scratch tasks and as Analysten and
Experten in the post-editing tasks. It was counted as TfS — Cognate: 3; TfS
- Non-Cognate: 1; PE - Cognate: 1; PE — Non-Cognate: 1.

Table 3: Translation of Cognates in translation from scratch (TfS) and
post-editing (PE) task.

Cognate Non-Cognate

TfS 321 127
PE 325 118

Table 3 shows that the distribution of English cognates realized as the German
cognate-equivalent is quite similar in both translation modes: 71.7% in the trans-
lation from scratch task and 73.4% in the post-editing task. The chi-square test
did not show significant differences between the two translation modes and the
cognate realization: y? = 0.2471,df = 1,p = 0.62.
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Table 4: Variations in translation from scratch (TfS) and post-editing

(PE) task
Cognate Non-Cognate
TfS 59 91
PE 50 49

In the next step, we examined the variety in which the cognates were trans-
lated. While cognate variety is quite similar, the difference is remarkable in
non-cognate variety. For the whole set-up, the chi-square test did not prove
significance between the two translation modes and cognate realization: y* =
2.59,df = 1,p = 0.11. Next, we conducted Wilcoxon rank sum tests (the data
was not distributed normally) for the differences in the variation in the cognate
group and in the non-cognate group. The test did not prove significant for the
cognate group (W = 1883,p = 0.19), but significant for the non-cognate group
(W = 2157.5, p = 0.005).

Translations from scratch and post-edited target texts show a similar cognate
and non-cognate usage, which is not in line with our hypothesis. By implication,
this indicates that post-editing and human translation are very similar in this
aspect. The machine translated cognate was not changed in 88.3% of instances
(391 of 443) in the post-editing task. Interestingly, 67.9% (301 of 443) of the hu-
man translated cognates were congruent with the machine translation output.
Hence, we assume that cognate/non-cognate translations are chosen in statistical
MT system quite similar to human translation. The variety within non-cognate
choices, however, is statistically higher in translations from scratch than in post-
edited texts. When we take a closer look at the data, it turns out that the partici-
pants choose the MT in 87%of cases, and only 11% changed the MT. This explains
why there is much more variety in human translations than in post-editing.

5 Enhancing the monitor model with translation
predictors

The predictors presented in this study are not exclusive. Other translation-inher-
ent constraints that influence the usage of cognates in translation can be skopos,
time constraints, translation mode (Oster 2017; Gieshoff 2017 [this volume]), etc.
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The results suggest that different mechanisms are responsible for the trans-
lation of cognates. When considering, for example, Levelt’s speech production
model (1989) as a basis for the processing of language during translation, the
translation of words in general can be influenced by different steps. During the
conceptualization phase, speakers adapt messages according to cultural and prag-
matic norms. During formulation, the lexical selection in the mental lexicon can
be primed by context and can depend on expertise.

When considering the translation of cognates, we can assume that accord-
ing to the literal translation hypothesis (Halverson 2015), the translator always
chooses the easiest path (the cognate translation). However, when considering
cultural predictors for cognate translation, specific cultural norms are present
at a translator’s conceptual level causing monitoring (Tirkkonen-Condit 2005a).
The same holds true for pragmatics. On a lexical level, the context pre-activates
certain words (cognates or non-cognates). It causes thus less processing effort
for the translator to choose the co-activated words than to look for alternatives.
The mechanisms of controlling lexical choices might change with expertise ac-
cording to Halverson (2015) gravitational pull hypothesis and thus lead to more
pre-activation of non-cognates in experienced translators.

The findings related to the translation of cognates suggest that different prim-
ing roots exist and that the monitor model proposed by Tirkkonen-Condit should
be adapted to these findings. The studies we presented are, however, pilot studies
which were conducted in very natural settings. If we want to further explore the
predictors of translations, we will need to conduct more controlled experiments
in order to isolate different factors. However, the studies we presented in this
paper can provide an overview of the different processes that might be involved.
Future research might also consider other linguistic aspects such as syntax or
pragmatics, and investigate how these features can be influenced by different
conditions. This might help us to predict how a certain translator will translate
a text in a certain situation.
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Chapter 2

The influence of self-monitoring on the
translation of cognates

Katharina Oster

In some translations, the source text influences the syntactic structures or the lexis
of the target text (shining-through), while other translations contain fewer traces
of language transfer than original texts in the target language (normalization). On
the lexical level, this can be seen in the number of cognates. There is no definite an-
swer to the question of how these phenomena can be linked to mental processes yet.
However, psycholinguistic literature shows that the shining-through effect can be
explained by the structure of the mental lexicon as well as the mechanisms for ac-
cessing words: the cognate-facilitation-effect. The aim of this study is to provide
an explanation for normalization. The hypothesis was that verbal self-monitoring,
after the first activation of words but before articulation, filters out cognates. For
this purpose, written and oral translations were compared. Written translations,
which are monitored more strongly, contained fewer cognates than oral transla-
tions. Accordingly, the interpretation of this study was that self-monitoring filters
out cognates before the translator starts writing and that it is therefore an impor-
tant factor for normalization.

1 Introduction

Translations differ from original texts. In some translations, the influence of the
source text on syntactic structures or the lexis of the target text is visible (shining
through; Teich 2003) while other translations contain fewer traces of language
transfer than original texts in the target language — the translator seems to ex-
agerate the norms of the target language (normalization; Baker 1996). So far, we
do not know the exact mental causes of these phenomena. This study is therefore
an attempt to find answers to this question.

Katharina Oster. The influence of self-monitoring on the translation of cog-
nates. In Silvia Hansen-Schirra, Oliver Czulo & Sascha Hofmann (eds.), Empirical
I modelling of translation and interpreting, 23-39. Berlin: Language Science Press.
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1.1 Cognates, shining through and normalization

Cognates are words which share both form and meaning in the source and tar-
get languages — e.g. the English word system and the German word System (Sta-
menov et al. 2010). In corpus linguistics, cognates have been used to identify nor-
malization and shining-through on the lexical level: in comparison to the origi-
nals, shining through can be observed in the use of more cognates and normaliza-
tion in the use of fewer cognates — provided that language preserving tendencies
exist in the respective language (e.g. in Slovene - Vintar & Hansen-Schirra 2005).

Several external factors can lead to normalization or shining-through in trans-
lations. These include, for example, the language pair but also the text type: the
language pair English-German, for example, has been shown to be quite prone
to shining-through while the language pair English-Slovene leans towards nor-
malization (Vintar & Hansen-Schirra 2005).

Shining-through and normalization are especially interesting with regard to
the question of how translators deal with language contact and language control
in their mind. These processes might not only be interesting in regard to transla-
tions but also in terms of language change. Although there may be other factors
that influence languages such as German for example Hansen-Schirra (2012), a
study by Becher et al. (2009) suggests that translations have an influence on the
lexical features in the target language. Understanding the mental mechanisms
that result in shining-through and normalization is therefore not only interest-
ing with regard to modeling the translation process but also when it comes to
understanding how the human mind can cause and control language changes.

1.2 The translation process

Different models have been proposed to describe the mental processes during
translation. However, many models in the field of translation studies do not
concentrate on pure language processing but on other factors, such as problem
solving and the integration of different types of information (e.g. Honig 1997,
Kiraly 1995, Krings 1986). Other models are very simple and do not integrate
different language processing steps, such as the processing of words (e.g. Kautz
2000, Steiner 2001). These models can therefore not be used to explain the pro-
cessing of cognates during translation. For the purpose of the present study, I
will thus suggest a model that concentrates on the mental processing of words
during translation.

In the field of psycholinguistics, many researchers have presented speech pro-
cess models that concentrate on the processing of words. Levelt (1989) described
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one of the first complete speech process models which served as a foundation
for further monolingual and bilingual models (de Groot 2011). He distinguishes
between a reception and a production phase. During reception, a person hears
spoken speech or reads a text. During comprehension, he then maps phonolog-
ical and orthographical information to lexical entries and grammatical informa-
tion stored in his long term memory. He finally accesses meaning by linking this
linguistic information to abstract concepts. During production, a speaker first
creates a preverbal message. He chooses, for example, the overall idea, the per-
spective and the language of his message. In Levelt’s model, this step is called
conceptualization. The speaker then accesses lexical entries, morphology and
grammatical structures during the formulation phase in order to give his mes-
sage a verbal structure. The stage during which all linguistic information neces-
sary for producing speech is accessed is called inner speech. The final step is the
physical act of speaking or writing.

Levelt’s model has been modified by many researchers (for reviews see de
Groot 2011; Plieger 2006). Several components have been added in order to make
it suitable for bilinguals and for interaction with other speakers. It has also been
discussed in which order the components are accessed and whether the process
is only top-down, like in Levelt’s model, or whether the different stages might
interact, occur more or less simultaneously and whether the conceptual level
might be influenced by the language chosen for production (Dell & O’Seaghdha
1992). But most complete speech process models contain the five steps listed
above: hearing, comprehension, conceptualization, formulation and speaking (cf.
Plieger 2006).

Levelt’s model could also be a good foundation for a translation process model.
Kautz (2000) and Steiner (2001), for example, also divided their translation pro-
cess models into a reception and a production phase. And even though some
researchers argue that translators do not always access meaning (the conceptual
level, cf. de Groot 2011), but instead sometimes just transcribe messages, some
studies (e.g. Francis & Gallard 2005) have given reason to believe that translators
always pass through the different steps described above and access the concep-
tual level.

For the purpose of this study, I suggest the translation process model in Fig-
ure 1 which is based on Levelt’s model and which assumes that translators al-
ways access meaning. Translators read the text, then link the orthographical
and phonological information to lexical and grammatical information, and ac-
cess meaning. Next, translators might change the message before they choose
lexical and grammatical information in the target language in order to verbalize
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the message. They finally articulate the message or write it down. This model
does not aim to explain all language processing steps during translation or how
the translator deals with information during conceptualization, but rather seeks
to locate the processing of words during translation because this is the step which
could be responsible for shining-through and normalization. In the model pro-
posed in Figure 1, the translator accesses words in the mental lexicon during the
comprehension phase (reception) and during the formulation phase (production)
(see also Levelt 1989). Although, the different steps are clear cut and unidirec-
tional in Figure 1, we must assume that there is interaction between the different
components and that the different processing steps might overlap or take place
simultaneously.

Conceptualization

PN

Comprehension Formulation

Reading Articulation/writing

Figure 1: Basic translation process model

1.3 Lexical access and the mental lexicon

The most important step in speech processing in regard to the question of how
cognates are processed is access to lexical information in the mental lexicon,
which can be located between sensory/physical processing and the conceptual
level (Levelt 1989; see also Figure 1).

Lexical information is stored as two components — word meaning and word
form - in the mental lexicon (Aitchison 2012, De Bot & Schreuder 1993, de Groot
2011). Word meaning and form are closely linked and both categories are orga-
nized in network-like structures which enable easy access. Word meanings are
linked according to semantic fields and word classes, and word forms are orga-
nized according to formal aspects such as orthography and phonology. The more
features they share, the closer they are linked (Aitchison 2012).

When we access lexical information for reception or production, we do not
just activate one entry in the mental lexicon, but activation spreads throughout
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the network. Word meanings and word forms are activated in parallel. The mind
finally controls this activation and narrows down the choice by inhibiting acti-
vated words that do not match the concept to be verbalized or the sounds which
are heard. This model is therefore called interactive activation model (Dell 1986).
Paradis (2004) assumes that words require different amounts of activation in or-
der to be accessed. Every entry has an activation threshold and the more often a
word is used, the lower the threshold is and the easier the word can be accessed.
In addition, words can be more easily accessed during reception and when they
are closely linked to other words in the mental lexicon because they are acti-
vated due to activation spreading from their neighbors, which helps to lower the
activation threshold.

The interactive activation model and the activation threshold hypothesis seem
to be very probable because they can explain many, if not all, lexical errors that
occur during production, such as slips of the tongue or blends: In these cases,
entries next to the target word are also activated. Due to a lower threshold, they
receive more activation and are thus produced instead of the target word (slips
of the tongue) or mixed with the target word (blends, Aitchison 2012).

Regarding the bilingual lexicon, we must assume that there is not a separate
lexicon for each language but that there is only one multilingual lexicon with
closer links within a language than between languages (Paradis 2004). In bilin-
guals, lexical access therefore leads to spreading activation across language bor-
ders. This can cause interferences when a speaker uses L1 but a word in L2 is
activated more strongly than the equivalent in L1 (Plieger 2006).

Although bilinguals activate both languages in parallel when they try to for-
mulate a message (Christoffels et al. 2007), there are relatively few cases of code-
switching and blends across language borders (de Groot 2011). It must therefore
be possible to control the languages. Balanced bilinguals (speaker with a native
like proficiency in both languages) seem to choose one language for production
and to ignore the other language without actively inhibiting it (e.g. Costa & Cara-
mazza 1999; Costa et al. 2005); language learners and unbalanced bilinguals seem
to actively inhibit every language they do not need for production (e.g. Costa et
al. 2005; Paradis 2004).

These mechanisms have been observed in bilinguals; but translators might not
be bilingual in the classical sense. They often acquire their second language af-
ter early childhood. Recent studies show, however, that translators do, in many
ways, behave like balanced bilinguals (e.g. Ibafiez et al. 2010). Ibafiez and col-
leagues therefore assume that language control and lexical access in translators
follow the same mechanisms as those found in bilinguals and not those of lan-
guage learners or unbalanced bilinguals.
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Hence, for the purpose of the present study, I assume that the mechanisms con-
cerning language production, language control and the structure of the mental
lexicon investigated in bilinguals also apply to translators.

1.4 The cognate facilitation effect

Cognates reflect how translators deal with language contact on a lexical level
during translation. Their frequency in translations compared to their frequency
in original texts has been categorized as shining-through and normalization (see
§1.1). But cognates have not only been studied in translation studies. In psycholin-
guistics, the processing of cognates has been investigated because they seem to
differ from other words (non-cognates).

Several studies have shown a faster and more accurate production of cog-
nates compared to non-cognates during picture naming (e.g. Costa et al. 2000).
Bilingual participants named pictures with cognate names faster than pictures
with non-cognate names. Costa and colleagues (2000) call this phenomenon the
cognate-facilitation-effect. They argue that cognates, which share both meaning
and form, are closely linked in the bilingual mental lexicon (see Figure 2). Due to
spreading activation during production, cognates receive activation from each
other; non-cognates receive less activation because they have a less dense neigh-
borhood in the mental lexicon. The authors argue that the more activation a word
receives, the faster and more accurately it can be produced.

This facilitation effect has also been observed during the translation of single
words, so-called word-translation-tests (Christoffels et al. 2006). Cognates were
translated faster than non-cognates by novices as well as by professional trans-
lators. The mechanisms of spreading activation during production within the
bilingual lexicon also apply during this task. But in addition, priming also takes
place during reception. When a cognate is activated during reception, the target
language cognate is also activated due to the close links in the mental lexicon
and the fact that activation is spreading. Its activation threshold is then lowered
and remains that way for some time. During production, cognates are still pre-
activated. They have more available activation and can be more easily produced
than non-cognates (Christoffels et al. 2006, see also de Groot 2011).

The cognate-facilitation-effect and priming might also occur during the trans-
lation of texts. As in picture-naming-tasks and word-translation-tests, cognates
receive more activation in natural translation settings due to their formal similar-
ities and can thus be more easily produced than non-cognate synonyms during
translation. This could explain the higher number of cognates in translations
compared to original texts and could be a reason for shining-through.
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Anlage building

Werkzeug

assembly
@)
l ‘
(Y Apparat
formation
compound
Apparatur - foundation

Vorrichtung

Figure 2: Mental lexicon

1.5 Monitoring

As explained above, the cognate-facilitation-effect may be an explanation for
shining-through. But the source language does not always shine through. De-
pending on text type and language pair, translators sometimes use fewer cog-
nates in their translations than we see in originals (Vintar & Hansen-Schirra
2005) — and even in translations with a tendency for shining-through, not all
source language cognates are translated by target language cognates. Normal-
ization in particular therefore requires a mechanism to control the production
of cognates despite priming and the cognate-facilitation-effect. This mechanism
might be attributed to monitoring of inner speech.

The monitoring mechanism is an important part of executive control (Ganush-
chak & Schiller 2006). It is responsible for controlling movements and speech
production in order to filter out errors and adjust behavior. Monitoring is thus
not a static capacity; it is influenced by, for example, motivation (Ganushchak
& Schiller 2008), age (Wiersema et al. 2007) and time pressure (Ganushchak &
Schiller 2006). There is also empirical evidence that monitoring has an effect on
the number of wrong motor responses a participant exhibits in an experiment
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— the stronger the monitoring response, the fewer mistakes a participant makes
(Hajcak et al. 2003).

In the field of psycholinguistics, several authors assume that the monitoring
mechanism also has an impact on speech output (Aitchison 2012, de Groot 2011,
Levelt 1999). Levelt (1999) assumes for example that speakers make many more
mistakes, especially on a lexical level, if their production is not monitored. Ac-
cording to his theory, monitoring of the production of words takes place after
the first activation of words, during inner speech.

Verbal self-monitoring has also been taken into consideration in the field of
translation studies (e.g. Carl & Dragsted 2012, Tirkkonen-Condit 2005, Toury
1995). According to Tirkkonen-Condit (2005), translators use the easiest elements
available for translation — they transcribe the source text into the target language.
But they constantly monitor their formulation and when they encounter prob-
lems while transcribing, they can, thanks to self-monitoring, go back in order to
find better solutions for their translation.

In contrast to the translation process model proposed for the purpose of this
study (see Figure 1), the model by Tirkkonen-Condit assumes that translators
transcribe whenever possible. But as Francis & Gallard (2005) proved in an em-
pirical study, translators seem to always access the conceptual level. For the
purpose of this study, I will therefore not adapt Tirkkonen-Condit’s model, but
adjust the translation process model presented in Figure 1. A monitoring com-
ponent will be added after formulation in accordance with Levelt (1999) (see Fig-
ure 3). I thus assume that monitoring of the production of words takes place
after the first activation of words in the mental lexicon, but that it already has
an impact on the production before the first articulation occurs.

Conceptualization

N

Comprehension |- -- Priming - -»| Formulation
Monitoring
Reading Articulation/writing

Figure 3: Translation process with monitoring
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There has not yet been any evidence that self-monitoring has an influence on
the production of cognates, which are not necessarily real mistakes. A study by
KuBmaul (1989), however, can provide a first hint that the number of cognates is
indeed reduced by the monitoring mechanism. Kufimaul discovered that trans-
lation students often use cognates in their translations first, but then decide to
replace them with non-cognates. He calls this phenomenon Interferenzphobie
(fear of interferences). KuSmaul focused on the best way to verbalize a concept
and not on quantitative characteristics of a text, which is what I investigated in
the present study. However, KuBmaul’s study provides us with sufficient rea-
sons to take self-monitoring into consideration when investigating mechanisms
leading to normalization.

How can self-monitoring be investigated during translation of whole texts?
It is widely accepted that the oral and the written production mode mainly dif-
fer in the degree of monitoring — the capacity to monitor is stronger in written
production than in oral production (Treiman et al. 2003). This could be due to
the time available for production. As Ganushchak & Schiller (2006) showed, the
more time participants have to answer, the stronger their monitoring is. And
more time is usually available for writing than for speaking tasks. In this study, I
applied this mechanism and compared oral and written translations in regard to
the translation of cognates. The hypothesis I tested is that self-monitoring has an
influence on the number of cognates in translations and that written translations
therefore contain fewer cognates than oral translations.

2 Method

The only difference between oral and written production regarding the different
steps of the language processing model and the processing of words is the degree
of monitoring. It is lower for the oral than for the written production mode
(Treiman et al. 2003). In order to investigate the influence of self-monitoring on
the number of cognates in translations, I compared written and oral translations.

2.1 Experiment 1

In a first experiment, translation students translated a written text with a high
cognate-density from English into German. Although this language pair shows
a tendency towards shining-through (Vintar & Hansen-Schirra 2005), not all
source language cognates are translated by using target language cognates. The
control mechanism must therefore also be present when working with these two
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languages. The translations from this experiment were later compared to oral
translations.

The source text was taken from the American news platform foxnews.com. The
text on foreign affairs was presented in American English; the topic was also be-
ing discussed in the German media at the time of the experiment. The text was
slightly modified in order to fit the requirements of the study: the participants
had to translate the text without any translation aids and in a reasonable time-
frame. Terms that were deemed too difficult for this purpose were replaced by
easier expressions (e.g. threatened to retaliate by threatened revenge). The text was
also shortened to enable a reduced translation time and to increase the cognate
density. For this purpose, direct citations of an interview conducted for the arti-
cle were removed. These citations were also discussed again in the text and were
therefore not essential in order to understand the text. The final version of the
source text was 190 words long and contained 21 English-German cognates. The
cognates were defined as words which shared form and approximate meaning
in English and German. Words, which were not found in the German dictionary
Duden, were defined as borrowings and thus not analyzed for the purpose of this
study. I did not distinguish between true cognates and false friends (Stamenov
et al. 2010), since this study concentrated on form and not on meaning.

A group of 39 participants performed a written translation at the Faculty of
Translation Studies, Linguistics and Cultural Studies in Germersheim. The partic-
ipants were translation students who already had some experience in translating;
they were in their 2°¢ year or higher. English was their first or second foreign
language. They were all German native speakers. The experiment was carried
out in the course of a lecture the participants attended, but they participated
voluntarily and could withdraw from the experiment at any time. They were in-
formed that their translations would be treated anonymously and would not be
evaluated except for the purpose of the present study.

The participants were instructed to translate the text without making any
changes once it was written down. They were not allowed to use any translation
aids such as dictionaries or online resources. They were told that the translation
should not take more than 30 minutes, but no definite limits were communicated
and every participant was able to finish the translation when he or she wanted.

2.2 Experiment 2

In a second experiment, a group of 18 participants completed an oral translation.
These texts were then compared to the written translations in experiment 1.
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The participants were chosen under the same conditions as in experiment 1.
They read the written source text of experiment 1 and spoke the translation. The
experiment was performed in private. The participants used their own computers
and audio registration software to record their voice: Whyatt (2010) argues that
self-recording causes fewer interferences and leads to a more natural setting,
which was also the case in experiment 1. The participants were asked to verbalize
every word that crossed their minds, in order to reveal further monitoring steps
before the final version was chosen. As in experiment 1, the participants were
asked not to use any translation aids.

3 Results

The written and oral translations were analyzed with a focus on the translation of
the previously defined cognates and on a qualitative and a quantitative level. For
the quantitative analysis, the number of source text cognates translated into tar-
get language cognates was counted in both the oral and written translations. For
the qualitative analysis, I investigated how the translators dealt with cognates
during the oral translation in experiment 2.

3.1 Quantitative results

Since not all of the participants verbalized all source text cognates and sometimes
left out phrases, sentences or whole paragraphs, I computed the percentage of
cognates translated with cognates compared to all cognates translated. Thereby,
the non-verbalized cognates were not taken into consideration and incomplete
translations could be considered for the analysis as well. Cognate production was
analyzed in three different phases and modes (see Figure 4): the written produc-
tion of experiment 1, the first production of experiment 2 (oral production) and
the final production of experiment 2. The number of cognates was lower in the
final oral production (60.56 %) compared to the first oral production (65.53 %) and
the lowest number of cognates was found in the written translations (56.56 %).

For the statistical analysis, a Wilcoxon Signed-Rank Test was performed on the
results of the two dependent samples of the oral production phases. The number
of cognates was significantly lower in the final oral production phase (M = 60.56,
SD = 7.41) compared to the first oral production phase (M = 65.53, SD = 9.19);
V =90.5, p = .009.

A Wilcoxon-Mann-Whitney test was performed on the independent samples
of the final version of experiment 2 and the written production. The number of
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cognates was significantly lower in the written production (M = 56.56, SD = 9.19)
compared to the final oral production (M = 60.56, SD = 7.41); W= 479, p=.014.

60
50
40
30
20
10

0

First oral Final oral Written production
production production

Figure 4: The number of cognates in different translation modes and
phases!

3.2 Qualitative results

In addition to the quantitative analysis, a qualitative analysis was performed
on the translations in experiment 2. I investigated how the participants dealt
with the cognates during verbalization of their translation; whether they directly
chose one word as an adequate translation or whether they first chose one ex-
pression which was then replaced by another word they thought was better.

Twelve of the 18 participants chose a target language cognate at least once
first in order to verbalize the meaning of a cognate in the source text (ST) before
replacing it with a non-cognate in the target text (TT). This replacement was
performed in 26 cases in total.

Examples 1 to 3 show how these cognate-non-cognate replacements were per-
formed during the verbalization process. In Example 1, the participant initially
decided to translate the English word meeting with the German cognate Meeting,
but then chose to replace it with Versammlung and finally chose Konferenz as the
best translation. This replacement of a cognate by a non-cognate can also be seen
in Example 2. The participant first translated the English word guarantees with
the German cognate Garantien, but then decided to replace it with Zusicherungen.
Example 3 shows how the participant gradually moved away from the cognate.
He first translated undermine with unterminieren, then changed it to unterwan-
dern which still shares some formal aspects, the prefix, with the English word
undermine. The participant finally used a word that does not share any formal
aspects with the cognate, by using the German word einzuschrdanken.

ISee §4 for discussion.
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(1) ST: Medvedev told in a meeting [...]

TT: Medwedew sagte in einem Meeting ...sagte in einer Versammlung
...In einer Konferenz [...]

(2) ST:[...] Medvedev has sought guarantees from the US. [...]

TT: [...] wollte Medwedew Garantien ...Zusicherungen ...eine
Zusicherung von der US-amerikanischen Regierung haben [...]

(3) ST:[...] powerful enough to undermine Russia’s Power.

TT: [...] méchtig genug sein wird, um Russlands Macht zu unterminieren
...zu unterwandern ...um Russlands eigene Macht einzuschréanken.

Changes after the first verbalization were not always cognate-non-cognate re-
placements. In one instance, three participants first chose a non-cognate and
then replaced it with a cognate. One of these non-cognate-cognate replacements
can be seen in Example 4

(4) ST: Without a NATO-Russia cooperation deal [...]

TT: Ohne eine Absprache ...einen Deal zwischen der NATO und Russland
[...]

Although some participants replaced non-cognates with cognates, the cognate-
non-cognate replacements outweigh reverse changes. The qualitative analysis
thus supports the quantitative results. Cognates are often the words initially cho-
sen for translation. But when translators have more time available, they replace
some cognates with non-cognates.

4 Discussion

The quantitative analysis of experiments 1 and 2 showed that the number of cog-
nates decreased with the time available for production. During the first produc-
tion during oral translation, participants used more cognates than during the
final production phase which still contained more cognates than the written pro-
duction. Since the difference in production time (Ganushchak & Schiller 2006),
as well as the different production modes (Treiman et al. 2003) can be linked
to stronger monitoring, the decreased number of cognates can be explained by
stronger self-monitoring during production.
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This interpretation is supported by the qualitative analysis of experiment 2. In
most cases, changes that were made to the translation of cognates were cognate-
non-cognate replacements. Although non-cognates were replaced by cognates
in some cases, the number of cognate-non-cognate replacements outweighs the
number of non-cognate-cognate replacements: difficulties in verbalizing every
word and thought that comes to mind could have caused the few non-cognate-
cognate replacements. The cognate-non-cognate replacements thus suggest that
it might be easier for the translator to translate source text cognates with tar-
get language cognates. This can be explained by the cognate-facilitation-effect
and priming. The translator then tries to control production by filtering out the
cognates. These results thus support the hypothesis that cognates are indeed
activated first and then filtered out with the help of self-monitoring.

The aim of this study was to investigate the mechanisms which lead to shining-
through and normalization. Psycholinguistic literature shows that the structure
and functions of the mental lexicon can explain facilitated access to cognates
compared to non-cognates. The cognate-facilitation-effect and priming can there-
fore explain the shining-through effect. The hypothesis tested in the present
study was therefore that shining-through occurs naturally but that cognates are
filtered out by self-monitoring. This was investigated by comparing written and
oral translations of a written English text into German by translation students
due to the differences in magnitude in terms of the monitoring mechanism. The
results support the hypothesis that self-monitoring after the first activation of
words has an impact on the number of cognates in translations and enables trans-
lators to control their production despite the cognate-facilitation-effect.

I may thus conclude that verbal self-monitoring not only has an effect on the
number of real mistakes as Levelt (1999) suggested but also on minor tendencies
in the text such as the number of cognates. Verbal self-monitoring might there-
fore be an important factor regarding normalization and play an important part
in the translation process. The results of the present study support recent trans-
lation process models (e.g. Tirkkonen-Condit 2005) and could lead to the con-
clusion that verbal self-monitoring after the first activation of words, but before
articulation and writing, should be taken into consideration when investigating
and modeling the translation process.
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This paper describes a pilot study undertaken to propose a model for the analysis
of the respective impact of translation memory (TM) use and full post-editing (PE)
of raw machine translation (MT) output on the level of difficulty perceived and on
the time needed by trainee translators. Six Italian MA-level translation students
were asked to produce high-quality target texts when translating semi-specialised
material from English into their native Italian. For this experiment, we proposed a
model of data triangulation in which we measured the time taken to complete the
tasks and we collected data on their translation with TM software and PE processes
by means of think-aloud protocols (TAPs) and retrospective interviews.

We studied the extent to which the number of translation solutions regarded as
correct influenced, on the one hand, the perception of difficulty associated with
the translation strategies employed and, on the other, the duration of the transla-
tion and PE tasks. Using a TM led to a reduction of the difficulty perceived and
of the time employed by the participants as a result of the increased correct trans-
lation solutions provided. In contrast, a reduction was not observed when partic-
ipants post-edited raw MT output. Further factors were assumed to influence the
translation and PE processes of the students, especially their attitudes towards the
translation technologies being used.
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1 Motivations and objectives of the study

This paper presents a pilot study whose aim is to propose a model for the in-
vestigation of the respective impact of translation memory (TM) use and full
post-editing (PE) of raw machine translation (MT) output on trainee translators’
time effectiveness and perceptions of the difficulty of the translation strategies
adopted. More precisely, the proposed model aims to determine the extent to
which these two dependent variables are influenced by the number of correct
translation solutions provided by the TM software and the raw MT output re-
spectively. In order to achieve this goal, we employed data triangulation of think-
aloud protocols (TAPs), retrospective interviews and time measurement. TAPs
were used to gather evidence on the number of translation problems and cor-
responding correct translation solutions provided by the TM and the raw MT
output. They were also used to identify the translation strategies adopted by
the participants. Retrospective interviews were conducted with the aim of col-
lecting data on the participants’ perceptions of the difficulty of the translation
strategies employed during the translation and the PE processes. Finally, time
measurement allowed the comparison of the duration of the translation and the
PE tasks. In this way, we could investigate whether variations in the number of
correct solutions within the two working scenarios influenced the perceived dif-
ficulty and the duration of the translation and PE tasks. MT is increasingly used
for dissemination purposes, and PE is becoming a much sought-after skill in pro-
fessional translation (O’Brien & Moorkens 2014). Therefore, both TM use and PE
of raw output might in principle represent viable options to obtain high-quality,
publishable texts. However, either choice intuitively entails specific effects in
terms of perceived difficulty and time required.

The small number of participants involved in our experiment (§3.1) and the
brevity of the texts provided (§3.2) resulted in a small-scale pilot project. Nonethe-
less, we feel that the data triangulation model presented here has potential for
larger experiments investigating the relationship between the duration and per-
ceived difficulty of translation and PE processes. In addition, the model may
also have important pedagogical implications when it comes to identifying ef-
fective methods of instruction in the use of translation tools, e.g. in academic
programmes devoted to the training of technical and specialised translators. In a
broader sense, it may find further applications in less formal training settings, e.g.
for the continuing professional development of practising in-house and freelance
translators, localisation professionals and translation project managers, who are
always keen to optimise their workflows. Finally, insights into the decision-
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making processes of (student) translators using TM or post-editing MT output
collected with a composite data gathering model can also be relevant to transla-
tion theory, especially in terms of modelling micro- and macro-level translation
strategies and phenomena.

2 Related work

Over the last thirty years, research focusing on translation and PE processes has
constantly evolved, both in terms of the methodologies adopted and the objects of
study. With regard to the former, TAPs, namely the verbalisations of mental pro-
cesses while performing a task, were used as the primary research method in or-
der to shed light on the translator’s and post-editor’s “black box” (Lérscher 1991).
However, the shortcomings of this technique - e.g. its slow-down effect, as ob-
served in Jakobsen (2003) — have led researchers to employ other methods, often
in combination with each other and/or with TAPs (Angelone 2010). These further
methods include retrospective interviews, collaborative protocols, keystroke log-
ging, screen recording and eye-tracking. To give just a few examples, Translog
(Jakobsen 1999; Carl 2012), a computer program which records the keyboard and
mouse activity involved in producing a target text as well as eye movements,
has been used to gather data on translation and PE processes. O’Brien (2007)
demonstrated that eye-tracking is an effective methodology for the investiga-
tion of translators’ interactions with translation technology, and also underlined
the usefulness of retrospective interviews. Carl & Jakobsen (2009) presented a
method for the gathering and analysis of User Activity Data (UAD) from trans-
lators: they focused on keystrokes, eye movements and the alignment units be-
tween source and target texts.

As far as the specific objects of study in translation process research are con-
cerned, a variety of aspects have been considered, such as decision criteria (Tirk-
konen-Condit 1989), subject profiling (Mufiéz Martin 2010), effort in translation
(Alves et al. 2012), translation strategies (Gerloff 1986; Krings 1986) and interac-
tion with translation technologies (O’Brien et al. 2010), especially TM and MT
systems. Seewald-Heeg (2005) provided an overview of the design and function-
alities of TM systems and described their impact on the translation profession.
Alves & Liparini Campos (2009) analysed the impact of both TM use and time
pressure on the types of support employed by professional translators. O’Brien
et al. (2010) investigated specifically the usefulness of the Concordance feature
within a TM interface and reported that, according to translators’ opinions, this
facility was useful for checking terminology and context. Reinke (2013) discussed,

43



Alessandra Rossetti & Federico Gaspari

among other things, the relation between TM and MT, with a special focus on
the level and type of intervention that is required of translators.

As for the PE process, its most extensive analysis dates back to Krings (2001),
who identified three levels of PE effort, i.e. temporal, technical and cognitive
effort. Temporal effort refers to the time required to post-edit a given output;
technical effort consists of the keystrokes and cut-and-paste operations needed
to produce a post-edited version; and, finally, cognitive effort refers to the mental
processes aimed at identifying and correcting the errors found in the raw output.
Much of the subsequent work dealing with the PE process has adopted this classi-
fication of PE effort proposed by Krings (2001). It should also be noted that there
can be different levels of PE. Within the outbound approach, Allen (2003) made a
distinction between minimal PE — which is obtained by making the least amount
of revisions possible for producing an understandable working document — and
full PE, which aims at obtaining high-quality texts.

Tatsumi & Roturier (2010) focused on the relation between source text charac-
teristics and temporal and technical PE effort, while O’Brien (2011) investigated
correlations between two automatic metrics for MT quality evaluation — general
text matcher and translation edit rate — and PE productivity — measured via pro-
cessing speed and cognitive effort. Her results showed that processing speed,
average fixation time and fixation count per word correlated well with these au-
tomatic metrics; therefore, these could be employed to indicate PE productivity.
Specia (2011) used three different annotation types - i.e. PE time, PE distance
and PE effort scores — in order to experiment with confidence estimation mod-
els, used to filter low-quality segments which would require more effort on the
part of the post-editors than translating from scratch. Koponen et al. (2012) sug-
gested that PE time might be used to assess the cognitive effort involved in PE,
while Popovi¢ et al. (2014) investigated five types of PE operations — i.e. cor-
recting word form, correcting word order, adding omission, deleting addition,
correcting lexical choice — and their relation with both cognitive PE effort and
PE time. Carl et al. (2014) described the dataset CFT13, which was added to the
CRITT database: it contains product and process UAD collected during a series
of PE tasks using the second prototype of the CasMaCat workbench.

Finally, it is worth noting that there is a growing body of research comparing
translation and PE processes. Culo et al. (2014), in particular, described a pilot
study designed to determine whether the very nature of the PE process interferes
with the strategies translators usually apply. They involved both professional
translators and translation students and compared their post-edited and human-
translated texts. Their results indicated various points at which PE interfered
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with the habitual use of translation strategies. Carl et al. (2015) used keylogging,
eye-tracking and retrospective interviews to observe the (un)conscious cognitive
problems characterising the three tasks of translation from scratch, PE with the
source text and PE without the source text. They found that the overall rating
of the MT output provided negative feedback as the participants agreed on the
necessity to change the majority of it, despite the fact that PE took less time than
translation from scratch and that it was more efficient in terms of the processing
of the source text.

To the best of our knowledge, for the language combination English—Italian,
there are no previous studies which triangulate data gathered using TAPs, retro-
spective interviews and time measurements to analyse the impact of the trans-
lation solutions provided by TMs and MT output on trainee translators’ time
effectiveness and difficulty perceptions. The main aim of this pilot study, then,
is to fill this gap by proposing a model for the investigation of these aspects.

3 Experimental set-up and methodology

3.1 Participants

The pilot study on which this paper is based was conducted with six Italian
trainee translators while they were enrolled in their final year of the two-year MA
Programme in Specialised Translation at the University of Bologna at Forli, Italy.
These participants were chosen for three main reasons. First of all, in addition
to being all native speakers of Italian, the students who accepted to participate
in the study had very similar translation and language skills in English since, in
order to be admitted to the programme, they had passed an entrance test. In ad-
dition, over the previous 18 months, they had been attending the same lessons
on translation technologies, thus becoming similarly familiar with both the use
of CAT tools - in particular SDL Trados Studio 2011 — and MT PE.

In contrast, had the participants been professional translators, it would have
been more problematic to match them by translation and language skills, since it
would have been necessary to control a number of interrelated variables, such as
their training, qualifications, years and areas of work experience, specialisations,
etc. (Jadskeldinen 2000). Secondly, it might have been more difficult for profes-
sionals to verbalise their thoughts during the performance of the tasks assigned,
as they might have internalised some standard routines and procedures. It has
been noted that subjects stop verbalising when they have little thinking to do,
especially when they have automatised problem-solving strategies (Ericsson &
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Simon 1993). Finally, it would have been more difficult to recruit professional
translators.

3.2 Materials

The texts used were three very similar extracts, of approximately 100 words each,
taken from English press releases and their corresponding Italian raw MT output
generated using the freely available MT service Google Translate! — an exam-
ple and its MT output are available in Appendices A-B. These semi-specialised
texts, which contained data on the quarterly economic performance of a well-
established package delivery company, were selected because they represented
realistic assignments for trainee translators and were potential candidates for
translation with either TM software or MT post-editing, without necessarily re-
quiring in-depth domain expertise.? The decision to use brief passages was made
to prevent the drop in motivation and commitment that would be caused by a
long task. Nonetheless, in order to provide the subjects with realistic source
texts, the chunks selected from each press release were the first two or three
paragraphs, kept in the original sequence.

Each of the three passages selected referred to a different quarter: the choice
of three different texts was intended to broaden the set of possible translation
problems and the range of translation strategies that could be observed. However,
in spite of slight inevitable differences, the passages were very similar in terms
of terminology, syntactic structures, stylistic features and rhetorical structure.
For example, with regard to terminology, all three texts contained terms such
as “dividend”, “Class A and Class B shares”, and “shareholders of record”. As for
syntactic structures, compare the following three sentences, each belonging to
a different text: “The NAME (NYSE: NAME) Board of Directors today increased
the regular quarterly dividend by 9.6 percent to $0.57 per share from $0.52 on all
outstanding Class A and Class B shares”, “The NAME (NYSE: NAME) Board of
Directors today declared a regular quarterly dividend of $0.52 per share on all
outstanding Class A and Class B shares” and “The NAME (NYSE: NAME) Board
of Directors today increased the regular quarterly dividend by 11% to $0.52 per
share from $0.47 on all outstanding Class A and Class B shares”.

'This online MT system is available at: https://translate.google.com/ [last accessed on 21
March 2016].

2 Although the students were given the full unedited source texts, including the actual names
of the company and its managers, the excerpts given in the paper have been anonymised,
removing both the name of the company and those of its senior executives.
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As far as stylistic features and rhetorical structure are concerned, all three texts
use a formal style at the beginning, when presenting economic data. Nonetheless,
they are all characterised by plainer language in the final sentences. Compare
the following three sentences, each belonging to a different text and correspond-
ing to the final part: “NAME turned in a great performance in 2011 despite a
volatile global operating environment, said NAME Chairman and CEO NAME
SURNAME”, “The company has either increased or maintained its dividend every
year for more than four decades” and “”“We believe that 2011 is going to be a great
year for NAME and we’re committed to significantly increasing distributions to
shareowners,” said NAME Chairman and CEO NAME SURNAME”. These com-
mon features were fundamental in retaining the same overall level of difficulty,
thus controlling this crucial variable.

3.3 Experimental protocol

At the beginning of each experimental session, the participants were given writ-
ten instructions on the task. In particular, they were told that no time limit had
been set and that their final texts would not be evaluated to prevent any poten-
tial assessment-related anxiety. As far as the translation task was concerned, the
participants had to work within SDL Trados Studio 2011, by employing a TM
which had been previously populated with matches from similar press releases
and their corresponding human translations. The fuzzy match threshold was set
at 75% in order to increase the usefulness of the matches which were automati-
cally inserted in the target text. If 100% or context matches were found in the TM
database and the subjects accepted them without making any change, they were
told that there was no need to verbalise any thought, although they were not
prevented from doing so. In cases in which the TM did not provide any match
or provided a fuzzy match which had to be checked, the subjects were expected
to search for possible translations by firstly using the Concordance Search, after
verbalising the portion of text for which they were performing searches. If the
Concordance Search facility proved to be useless, they were then allowed to con-
sult any website of their choice; in this case, they were asked to verbalise some
specific types of information, such as the words for which they were searching
and their opinions on the translation in the TM - when present, e.g. in the case
of a fuzzy match to be checked - the websites which they were consulting, the
potential translation solutions and equivalents contained in the webpages, their
considerations on the quality of such solutions, etc. Furthermore, the partici-
pants using the TM database were instructed to update it as they translated.
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As far as the full MT PE was concerned, the subjects were asked to activate
Word’s Track Changes function before starting the PE task on the raw output
generated using Google Translate. If the subjects considered the raw output to
be correct, they were not required to verbalise any thoughts, although they were
not prevented from doing so. Instead, if they had any doubts about a translation
or regarded it as incorrect, they were asked to verbalise their thoughts on the
correspondent portion of text and check the source text, which was provided in
a table column beside the raw output. If, after this check, they did not regard
the solution in the raw output as correct or were unsure about it, they could
consult any website; in this case, they were expected to verbalise some specific
types of information, such as the words for which they were searching and their
opinions on the translation available in the raw output, the websites which they
were consulting, the potential translation solutions and equivalents contained in
the webpages, their opinions on the quality of such solutions, etc.

Both sets of instructions also explained that the participants had to deliver final
high-quality, publishable texts. While this was perhaps obvious for the partici-
pants who were using TM software, this specific instruction stipulated the need
for full PE for the students who were improving the raw output: during their
training in MT, they had been exposed to different levels and types of PE, from
minimal to full/complete. Finally, since all the participants knew each other and
were in regular contact at university, they were asked not to discuss any aspect
of the experiment with their colleagues.

3.4 Experimental sessions

Before running the main experiments, it would have been advisable to conduct
a warm-up session with the students in order to help them familiarise them-
selves with the TAP technique (O’Brien 2010). Although this was not possible
due to the time constraints under which this research was conducted, it should
be noted that the participants were not asked to verbalise every thought occur-
ring to them, but rather focus on some specific actions and considerations — as
explained in §3.3 — and this was assumed not to require prior training. The six
students were divided into three pairs; then, within each pair, one participant
was provided with the English source text to translate into Italian using the TM
software, while the other was also given the corresponding Italian raw MT out-
put to post-edit — two examples are available in Appendices A-B. Therefore, the
members of each pair worked on the very same extract, but under different ex-
perimental conditions. The decision to assign only one task, on one text, to each
student was taken to prevent any learning effect.
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In order to adhere to good practice in experimental protocols and comply with
ethical requirements, the participants signed an informed consent form and were
made aware up-front that their verbalisations would be recorded (O’Brien 2010);
the voice recorder used was also made visible to participants during the experi-
mental sessions. The transcriptions and analyses of the verbalisations were per-
formed at a later stage. With the exception of time tracking, no objective data
gathering method - such as eye-tracking or keystroke logging — was used. This
decision was taken for two main reasons. First of all, we wanted to create a
(near-)natural situation (Li 2004): participants had been trained to use SDL Tra-
dos Studio’s work pane when translating and Microsoft Word when post-editing.
The use of a keystroke logging programme would have compelled them to work
in an unfamiliar environment. Secondly, by resorting to TAPs, the participants
retained control over the amount and type of information being recorded. The
use of eye tracking or keylogging programmes, on the contrary, might have led
the subjects to alter their normal behaviour, as a result of their awareness of
being constantly observed (Hansen 2008). Each of the subjects could work at
his/her normal pace and performed the assigned task within their routine work-
ing environment. The interaction between the researcher and the subjects was
reduced to a minimum: it consisted solely of prompts to resume verbalisation
when the subjects kept silent for more than one minute.

4 First set of results: Correct translation solutions

TAPs allowed the identification of the translation problems encountered by the
participants: as stated in §3.3, participants were asked to indicate the portions
of text for which they were performing searches with the Concordance Search -
in the case of the TM - or checking the raw output — in the case of the PE pro-
cess. These portions of text were treated as translation problems. Once transla-
tion problems had been identified, the recorded verbalisations of the participants
were also used to determine whether the TM database — via the Concordance
Search — and the raw MT output provided solutions which were deemed to be
correct. It is important to underline that the translation problems identified and
verbalised by the participants were quite different: single words, collocations,
symbols, and so forth. Tables 1 and 2 contain lists of the translation problems
verbalised by the participants in both working scenarios.

As a result of the ongoing updates, the number of translation solutions pro-
vided by the TM database and regarded as correct by the subjects steadily in-
creased during the course of the experimental sessions. In the data analysis we
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Table 1: Translation problems identified by the participants working
within the TM scenario

Translation problems in the TM scenario

1st participant 2nd participant 3rd participant
Boosts Declares Board
Board Board of Directors Boosts
Earnings Outlook Regular quarterly dividend Per share
Strong Cash flow Payable Directors
NYSE Shareholders of record Earnings Outlook
Board of Directors Boosted We believe
Regular Distributions
$ Chairman
Outstanding
Class A
Class B
Payable
Of record

Operating environment

present the contrastive results for all participants, and it should be noted that
the number of translation problems identified and of correct translation solu-
tions varies from participant to participant, as it depends on the verbalisations
of each individual.

The number of correct translation solutions was only two out of fourteen trans-
lation problems — approximately 14% — for the participant using the TM in the
first TAP session. It should be noted that this participant did not find any con-
text, 100% or fuzzy matches. On the contrary, in the subsequent sessions, and
as a result of the updates, the participants could take advantage of an increasing
number of TM matches. Four translation solutions out of six translation prob-
lems — approximately 66% — were regarded as correct by the participant using
the TM in the second TAP session; finally, eight out of eight — 100% - translation
solutions contained in the TM were regarded as correct by the participant in the
third TAP session.

With regard to the PE task, it was observed that, in the first TAP session, ten
solutions out of seventeen translation problems - approximately 58% - were
deemed to be correct; in the second TAP session, this occurred in five out of
six cases — approximately 83%; finally, in the third TAP session, two solutions
out of four translation problems — namely 50% — were deemed to be correct.
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Table 2: Translation problems identified by the participants working
within the PE scenario

Translation problems in the PE scenario

1st participant 2nd participant 3rd participant
NAME Boosts Dividend Board Earnings Outlook
Board Declares Quarterly
Cites Regular quarterly dividend Outstanding shares
Earnings Outlook Outstanding Class A
Strong Cash Flow Dividend is payable
(NYSE: NAME) Shareholders of record

Board of Directors
Regular quarterly dividend
Outstanding
Class A shares
Dividend is payable
Shareholders of record
Turned in a great performance
Global operating environment
Volatile
NAME Chairman and CEO
That projection

Figure 1 summarises the data on the percentage of correct translation solu-
tions respectively provided to members of the same pair working in a different
scenario, thus allowing a direct comparison of the percentages of translation so-
lutions regarded as correct by the two participants within each pair.

Looking at these data, we can observe that, although the number of correct
translation solutions provided by the TM database steadily increased as a result
of the updates, in two out of three cases the percentage of correct solutions con-
tained in the TM database was lower than the corresponding percentage con-
tained in the raw MT output: in two out of three cases — i.e. for the first and
second pair — post-editing raw MT output represented the most effective option
in terms of the incidence of correct translation solutions. Nonetheless, it should
be noted that a larger number of correct translation solutions does not neces-
sarily imply a lower level of perceived difficulty, nor a shorter amount of time
spent on the task. Therefore, our proposed model investigates these two further
aspects in §5 and §6, respectively.
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Figure 1: Percentage of correct translation solutions provided by the
TM and the raw MT output

5 Second set of results: Perceptions of difficulty

This section deals with the level of difficulty that the participants perceived when
working within the two scenarios considered; more precisely, with the perceived
difficulty associated with the translation strategies — or Internet searches — that
they had to adopt. The data on the type and frequency of translation strategies
were collected by means of TAPs, while evidence on perceptions of difficulty was
gathered by means of retrospective interviews.

Lorscher (1991: 76) points out that “a translation strategy is a potentially con-
scious procedure for the solution of a problem which an individual is faced with
when translating a text segment from one language into another”. Accordingly,
in order to identify the translation strategies employed by the subjects, our analy-
sis started from the translation problems which they verbalised and for which ei-
ther the TM database or the raw MT output contained translations which needed
checking by means of Internet searches. Each Internet search was assigned to a
translation strategy on the basis of its purpose.

The classification scheme used to this end was adapted from the categorisa-
tions proposed by Krings (1986) and Gerloff (1986); these were partly modified
on the basis of the specific phenomena which were observed during the TAP ex-
periments conducted during this work. More precisely, the translation strategies
identified were:
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« Equivalent retrieval - i.e. search for a translation

+ Equivalent monitoring - i.e. check on a potential translation
« Comprehension of the source-language term

« Comprehension of the target-language term

« Contextualisation - i.e. reproduction of stylistic features

+ Reduction

+ Reformulation

After performing the task assigned to him/her, each of the subjects was pro-
vided with his/her source text or raw output — depending on the task assigned
— along with the target text he/she had delivered and a list of his/her four most
frequent strategies. Next, during individual retrospective interviews, each partic-
ipant was asked to rank the strategies in the order of the difficulty which he/she
had perceived when adopting them, from least difficult - ranking 1 — to most
difficult - ranking 4; lists of the strategies most frequently adopted by the partic-
ipants and their corresponding rankings can be found in Appendices C-H. The
decision to focus solely on the four strategies most frequently adopted by each
participant was based on the assumption that it would be easier for them to accu-
rately retrieve this type of information, without having to remember strategies
used relatively rarely during the experimental sessions.

Since difficulty is an elusive concept, the students were provided with a no-
tion of “difficulty” to use as a guideline: they were asked to think about all those
cases in which Internet searches having a specific purpose - i.e. corresponding
to a strategy — had to be abandoned because they did not give t