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#### Abstract

Let $f(z)$ be analytic at the origin, and for $\varepsilon>0$, let $f(\varepsilon z)$ be best approximated in the Chebyshev sense on the unit disk by a rational function of type ( $m, n$ ). It has been shown previously by the CF method that the error curve for this approximation deviates from a circle by at most $O\left(\varepsilon^{2 m+2 n+3}\right)$ as $\varepsilon \rightarrow 0$. We prove here that this bound is sharp in two senses: the error curve for a given function cannot be asymptotically more circular than the CF method predicts; moreover there exist functions for which the near-circularity is of order $\varepsilon^{2 m+2 n+3}$ but no smaller.
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1. Introduction and statement of results. Let $S$ denote the complex unit circle $\{z:|z|=1\}, \Delta$ the closed unit disk $\{z:|z| \leqq 1\}$, and $A=A(\Delta)$ the set of functions continuous in $\Delta$ and analytic in the interior. Let $m, n \geqq 0$ be fixed integers, and let $R_{m n}$ be the set of rational functions in $A$ of type ( $m, n$ ) (i.e. no poles in $\Delta$ ). Let $\|\cdot\|$ denote the supremum norm $\|\phi\|=\sup _{z \in S}|\phi(z)|$, which for $\phi \in A$ is identical to $\sup _{z \in \Delta}|\phi(z)|$. Here is the rational Chebyshev approximation problem for $f \in A$ : find a best approximation (BA) $r^{*} \in R_{m n}$ such that $\left\|f-r^{*}\right\|=\inf _{r \in R_{m n}}\|f-r\|[1]$, [5]. Approximations of this kind are useful in various contexts in numerical analysis, and have a particularly important and natural application in the problem of the design of digital filters [2], [7]. It is known that a BA $r^{*}$ always exists, but that it need not be unique unless $n=0$ [3]. We will write $E^{*}=\left\|f-r^{*}\right\|$.

The error curve for an approximation $r$ of $f$ is the image $(f-r)(S)$. In typical examples (see [9], [10]) the error curve for a BA $r^{*}$ often closely approximates a perfect circle about the origin of winding number $m+n+1$. That is to say, if we define

$$
\eta^{*}=E^{*}-\min _{z \in S}\left|\left(f-r^{*}\right)(z)\right|,
$$

then often $\eta^{*} \ll E^{*}$. This near-circularity is an important consideration in the design of algorithms to compute BAs numerically; for example, it causes the well-known Lawson algorithm [8] to converge asymptotically very slowly [9]. The following result justifies the claim $\eta^{*} \ll E^{*}$ in an asymptotic sense. First we require that $f$ satisfy a normality condition:

Assumption A. T.̧e Padé approximation to $f$ of type ( $m, n$ ) has $n$ finite poles, counted with multiplicity, and its Taylor series agrees with that of $f$ exactly through the term of degree $m+n$.
Then one has:
Theorem 1 ([10, Thm. 6.3]). Let $\hat{f} \in A$ satisfy Assumption A, and for any $\varepsilon \in(0,1)$, let $r^{*}$ be a BA to $f(z)=\hat{f}(\varepsilon z)$ on $\Delta$ in $R_{m n}$. Then

$$
\begin{equation*}
\eta^{*}=O\left(\varepsilon^{2 m+2 n+3}\right) \tag{1}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly for all BAs $r^{*}$.

[^0]Let us agree to write $f \equiv O(g)$ (as opposed to $f=O(g))$ if both $f=O(g)$ and $g=O(f)$ hold, that is, if there exist $c, C>0$ such that for all sufficiently small $\varepsilon$, $c|f(\varepsilon)|<|g(\varepsilon)|<C|f(\varepsilon)|$. It can be seen that Assumption A implies $E^{*} \equiv O\left(\varepsilon^{m+n+1}\right)$ [10]. Thus Theorem 1 implies $\eta^{*} / E^{*}=O\left(\varepsilon^{m+n+2}\right)$ : as $\varepsilon \rightarrow 0$, the error curve for any BA deviates from a perfect circle in relative radius by no more than $O\left(\varepsilon^{m+n+2}\right)$.

The first purpose of this paper is to establish a bound on near-circularity by showing that Theorem 1 is sharp in the following sense:

Theorem 1'. For each pair ( $m, n$ ), there exists a function $\hat{f}$ as in Theorem 1 for which

$$
\begin{equation*}
\eta^{*} \equiv O\left(\varepsilon^{2 m+2 n+3}\right) \tag{2}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly for all BAs $r^{*}$.
This result establishes that whereas in real Chebyshev approximation error curves equioscillate exactly, in the complex case there is a definite limit to the degree to which they approximate circles.

Our second purpose relates to the analytic procedure for computing near-best approximations that was developed in [9], [10] and called the Carathéodory-Fejér (CF) method. Based on the calculation of a singular value decomposition of a Hankel matrix of Taylor coefficients, this procedure delivers a (unique) CF approximant $r^{\text {cf }} \in R_{m n}$ which is near-best in the following sense:

Theorem 2 ([10, Lemma 5.1, Thm. 6.2]). Let $\hat{f}$ and $f$ be as in Theorem 1, and for any $\varepsilon \in(0,1)$, let $r^{\text {cf }}$ be the CF approximant to $f$. Then

$$
\begin{equation*}
\eta^{\mathrm{cf}}=O\left(\varepsilon^{2 m+2 n+3}\right) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|r^{\mathrm{cf}}-r^{*}\right\|=O\left(\varepsilon^{2 m+2 n+3}\right) \tag{4}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly for all BAs $r^{*}$.
(We define quantities $\eta^{\text {cf }}$ and $E^{\text {cf }}$ in the obvious way in analogy to $\eta^{*}$ and $E^{*}$.)
Theorem 1 is clearly implied by Theorem 2, and in [10] this is how it is derived. Here we will apply the same argument as in the proof of Theorem $1^{\prime}$ to establish the sharpness of Theorem 2, as follows:

Theorem 2'. For any $\hat{f}$ as in Theorem 1, suppose

$$
\begin{equation*}
\eta^{\mathrm{cf}} \equiv O\left(\varepsilon^{2 m+2 n+3}\right) \tag{5}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Then one has also

$$
\begin{equation*}
\eta^{*} \equiv O\left(\varepsilon^{2 m+2 n+3}\right) \tag{6}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly for all $\mathrm{BA} s r^{*}$. Moreover whether or not (5) holds, one has

$$
\begin{equation*}
E^{\mathrm{cf}}-E^{*}=O\left(\varepsilon^{2 m+2 n+4}\right) \tag{7}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly for all $\mathrm{BA} s r^{*}$.
Note that the estimate (7) is one order in $\varepsilon$ higher than the more obvious bound $E^{\text {cf }}-E^{*}=O\left(\varepsilon^{2 m+2 n+3}\right)$ that follows from (4), which was given as [10, Prop. 5.2].

All of these results suggest that the CF method perhaps captures as many terms in an asymptotic description of $r^{*}$ as can be obtained from any analytic procedure. For the case $n=0, P$. Henrici has shown that explicit algebraic formulas for these terms can be derived systematically [4]. However, at present it is not even known whether $E^{*}$ and the coefficients of $r^{*}$ depend analytically on $\varepsilon$ for small $\varepsilon$, although such a result is available in real Chebyshev approximation [5], [6].
2. Polynomial approximation. In the polynomial case $n=0$, Theorem $1^{\prime}$ can be proved by an explicit example. We discuss this case separately because it is so simple, and because a similar idea forms the basis of the subsequent proofs.

For clarity let us write $p, P_{m}$ instead of $r, R_{m 0}$. Given $\varepsilon \in(0,1)$ and $m \geqq 0$, consider

$$
\begin{equation*}
f(z)=(\varepsilon z)^{m+1}+(\varepsilon z)^{2 m+3} . \tag{8}
\end{equation*}
$$

We will show that 0 is the (necessarily unique) BA to $f$ in $P_{m}$. Obviously this will imply Theorem $1^{\prime}$ for the case $n=0$, since this example will then have $E^{*}=$ $\varepsilon^{m+1}+\varepsilon^{2 m+3}, \eta^{*}=2 \varepsilon^{2 m+3}$. The following argument is based implicitly on the Kolmogorov criterion [1], [5].

Suppose that 0 is not the BA, so that $\left\|f-p^{*}\right\|<\|f\|$, or equivalently, $\left\|z\left(f-p^{*}\right)\right\|<$ $\|z f\|$. Now $z f(z)$ achieves its maximum modulus at precisely the $(m+2)$ nd roots of unity $\zeta_{k}=e^{2 \pi i k /(m+2)}, 0 \leqq k \leqq m+1$, and at each of these points it is positive and real. Therefore we must have

$$
\begin{equation*}
\operatorname{Re} z p^{*}(z)>0 \quad \text { at } z=\zeta_{k}, \quad 0 \leqq k \leqq m+1 \tag{9}
\end{equation*}
$$

Since $z p^{*}(z)$ is a polynomial of degree at most $m+1$, it is determined by its values at any $m+2$ points. If these are the roots of unity $\left\{\zeta_{k}\right\}$, the coefficients of $z p^{*}(z)$ are given by a discrete Fourier transform of the values $\zeta_{k} p^{*}\left(\zeta_{k}\right)$, and in particular, the coefficient of degree 0 is the mean of these quantities,

$$
\begin{equation*}
\left(z p^{*}\right)(0)=\frac{1}{m+2} \sum_{k=0}^{m+1} \zeta_{k} p^{*}\left(\zeta_{k}\right) . \tag{10}
\end{equation*}
$$

But since $\left(z p^{*}\right)(0)=0$, (9) and (10) are inconsistent, contradicting the assumption $p^{*} \neq 0$. QED.

In this example the CF approximant $p^{\text {cf }}$ is also identically zero, so the results of Theorem 2' are verified.
3. Rational approximation. The obvious generalization of (8) to $n>0$ would be

$$
\begin{equation*}
f(z)=(\varepsilon z)^{m+n+1}+(\varepsilon z)^{2 m+2 n+3} . \tag{11}
\end{equation*}
$$

However, the ( $m, n$ ) Padé approximant to this function is identically 0 , so (11) does not satisfy Assumption A for $n>0$. Moreover, it can be shown that for all $m \geqq 0$ and $n \geqq 1$, the BA to (11) is not 0 [3], and what it is is unclear. Nor have we been able to devise any other function for which an exact BA can be exhibited and satisfies (2).

Therefore we resort to an indirect argument for the proof of Theorem $1^{\prime}$. The following theorem shows that for a certain function $\hat{f}$, the BAs $r^{*}$ must satisfy (2) as $\varepsilon \rightarrow 0$, even though we do not know exactly what they are. Theorem $1^{\prime}$ then follows as a consequence of this result.

Theorem 3. Let $\hat{r} \in R_{m n}$ have $n$ finite poles, and define

$$
\begin{equation*}
\hat{f}(z)=\hat{r}(z)+z^{m+n+1}+z^{2 m+2 n+3} \tag{12}
\end{equation*}
$$

and $r(z)=\hat{r}(\varepsilon z)$. Then one has

$$
\begin{equation*}
\eta^{*} \equiv O\left(\varepsilon^{2 m+2 n+3}\right) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f-r\|-E^{*}=O\left(\varepsilon^{2 m+2 n+4}\right) \tag{14}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly for all BAs $r^{*}$.

Proof. For each $\varepsilon \in(0,1)$, the function to be approximated is

$$
f(z)=r(z)+(\varepsilon z)^{m+n+1}+(\varepsilon z)^{2 m+2 n+3} .
$$

Let $\left\{\zeta_{k}^{+}\right\}$and $\left\{\zeta_{k}^{-}\right\}$denote the $(2 m+2 n+4)$ th roots of unity, as follows:

$$
\zeta_{k}^{+}=e^{2 \pi i k /(m+n+2)}, \quad \zeta_{k}^{-}=e^{2 \pi i(k+1 / 2) /(m+n+2)}, \quad 0 \leqq k \leqq m+n+1,
$$

and for simplicity write $\Gamma=\varepsilon^{m+n+1}, \gamma=\varepsilon^{2 m+2 n+3}$. Then $f-r$ maps $S$ onto a near-circle with winding number $m+n+1$ about the origin, which attains a maximum (resp. minimum) modulus of $\Gamma+\gamma$ (resp. $\Gamma-\gamma)$ at the points $\zeta_{k}^{+}$(resp. $\zeta_{k}^{-}$):

$$
\begin{equation*}
(f-r)\left(\zeta_{k}^{ \pm}\right)=\frac{ \pm \Gamma+\gamma}{\zeta_{k}^{ \pm}} . \tag{15}
\end{equation*}
$$

This near-circularity (together with Rouche's theorem; see [10, § 2]) implies that $r$ is a nearly optimal approximation in $R_{m n}$ to $f$. The key to our proof is that because $f$ satisfies Assumption A (trivially), it follows further that $r$ must be nearly equal to $r^{*}$. Let $r$ and $r^{*}$ be written as quotients $p / q$ and $p^{*} / q^{*}$, respectively, normalized by $q(0)=q^{*}(0)=1$. Then from [10, Thm. 6.2, Lemma 6.1] one has

$$
\begin{equation*}
\left\|r-r^{*}\right\|=O(\gamma) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
q, q^{*}=1+O(\varepsilon) \tag{17}
\end{equation*}
$$

uniformly on $\Delta$ as $\varepsilon \rightarrow 0$. ([10, Thm. 6.2] actually shows $\left\|r^{\mathrm{cf}}-r^{*}\right\|=O(\gamma)$, as stated already in (4), but the same argument given there suffices to establish (16).) Equation (17) indicates that as $\varepsilon \rightarrow 0$, the Chebyshev approximation problem becomes less and less nonlinear, a circumstance which depends essentially on Assumption A (cf. [3, § 4]).

Equations (16) and (17) imply

$$
r-r^{*}=\frac{p q^{*}-p^{*} q}{q q^{*}}=s+O(\varepsilon \gamma)
$$

uniformly on $\Delta$, where $s$ is a polynomial in $P_{m+n}$. Now apply the discrete mean value formula as in (10) to $z s(z)$ on both $\left\{\zeta_{k}^{+}\right\}$and $\left\{\zeta_{k}^{-}\right\}$, in succession. The results are

$$
\frac{1}{m+n+2} \sum_{k=0}^{m+n+1} \zeta_{k}^{ \pm}\left(r-r^{*}\right)\left(\zeta_{k}^{ \pm}\right)=O(\varepsilon \gamma),
$$

or in particular,

$$
\begin{equation*}
\frac{1}{m+n+2} \sum_{k=0}^{m+n+1} \operatorname{Re}\left\{\zeta_{k}^{ \pm}\left(r-r^{*}\right)\left(\zeta_{k}^{ \pm}\right)\right\}=O(\varepsilon \gamma) \tag{18}
\end{equation*}
$$

The reason why we are interested in the real part in (18) is that because of (15), a small correction $\Delta r$ to $r$ will affect the moduli $\left|(f-r)\left(\zeta_{k}^{ \pm}\right)\right|$by essentially $\pm \operatorname{Re}\left\{\zeta_{k}^{ \pm} \Delta r\left(\zeta_{k}^{ \pm}\right)\right\}$. In particular, (16) guarantees that the correction $r^{*}-r$ has magnitude $O(\gamma / \Gamma)$ relative to $\|f-r\|$, which for our purposes can be weakened to $O(\varepsilon)$, and by simple geometry we obtain

$$
\begin{equation*}
\left|\left(f-r^{*}\right)\left(\zeta_{k}^{ \pm}\right)\right|=\Gamma \pm \gamma \pm \operatorname{Re}\left\{\zeta_{k}^{ \pm}\left(r-r^{*}\right)\left(\zeta_{k}^{ \pm}\right)\right\}+O(\varepsilon \gamma) \tag{19}
\end{equation*}
$$

Combining this with (18) shows for some indices $k_{+}$and $k_{-}$, one must have

$$
\begin{equation*}
\left|\left(f-r^{*}\right)\left(\zeta_{k_{+}}^{+}\right)\right| \geqq \Gamma+\gamma-O(\varepsilon \gamma) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left(f-r^{*}\right)\left(\zeta_{k_{-}}^{-}\right)\right| \leqq \Gamma-\gamma+O(\varepsilon \gamma) \tag{21}
\end{equation*}
$$

These two bounds, together with (1), yield (13) directly. Equation (20) also implies $E^{*} \geqq \Gamma+\gamma-O(\varepsilon \gamma)$, and since $E^{*} \leqq\|f-r\|=\Gamma+\gamma$, this implies (14). Q.E.D.

It should be mentioned that it is possible that $r$ is itself a BA to $f$ in this problem, at least for all sufficiency small $\varepsilon$, but we have not been able to establish this.
4. Sharpness of the CF method. The argument of the last proof can be applied not only to the function $\hat{f}$ of (12), but to a general function that satisfies Assumption A. Theorem $2^{\prime}$ is thus established as follows:

Proof of Theorem 2'. In the CF method, $r^{\text {cf }}$ is obtained by discarding terms of negative degree in $z$ of a meromorphic function $\tilde{r}^{*}$ defined in $1 \leqq|z|<\infty$ whose error curve is exactly circular and has winding number exactly $m+n+1$, for all sufficiently small $\varepsilon$; see [10] for details. Let us again write $\Gamma=\varepsilon^{m+n+1}$ and $\gamma=\varepsilon^{2 m+2 n+3}$, and also $\tilde{E}^{*}=\left\|f-\tilde{r}^{*}\right\|$. Then from [10, Lemmas 4.4, 5.1, 6.1] one has

$$
f-\tilde{r}^{*}=\alpha \Gamma z^{m+n+1}+O(\varepsilon \Gamma)
$$

and

$$
\tilde{r}^{*}-r^{\mathrm{cf}}=\beta \gamma z^{-1}+O(\varepsilon \gamma)
$$

as $\varepsilon \rightarrow 0$, uniformly on $S$, where $\alpha$ is a fixed nonzero complex constant and $\beta$ is a complex number that may depend on $\varepsilon$, but by assumption (5), has magnitude $\beta \equiv O(1)$.

Following the proof of Theorem 3, let $\tau$ denote $e^{i \arg (\beta / \alpha) /(m+n+2)}$, and define $2 m+2 n+4$ equally spaced points $\left\{\zeta_{k}^{+}\right\}$and $\left\{\zeta_{k}^{-}\right\}$on $S$ by

$$
\zeta_{k}^{+}=\tau e^{2 \pi i k /(m+n+2)}, \quad \zeta_{k}^{-}=\tau e^{2 \pi i(k+1 / 2) /(m+n+2)}, \quad 0 \leqq k \leqq m+n+1 .
$$

Then $f-r^{\text {cf }}$ maps $S$ onto a near-circle with winding number $m+n+1$ about the origin, and its modulus satisfies

$$
\begin{equation*}
E^{\mathrm{cf}}=\tilde{E}^{*}+|\beta| \gamma+O(\varepsilon \gamma) \tag{22}
\end{equation*}
$$

Moreover the sets $\left\{\zeta_{k}^{+}\right\}$have been defined in such a way that $f-\tilde{r}^{*}$ and $\tilde{r}^{*}-r^{\text {cf }}$ are in phase up to $O(\varepsilon \gamma)$ at $\left\{\zeta_{k}^{+}\right\}$and out of phase up to $O(\varepsilon \gamma)$ at $\left\{\zeta_{k}^{-}\right\}$, and therefore one has

$$
\left|\left(f-r^{c f}\right)\left(\zeta_{k}^{ \pm}\right)\right|=\tilde{E}^{*} \pm|\beta| \gamma+O(\varepsilon \gamma) .
$$

As before, we get now

$$
r^{\mathrm{cf}}-r^{*}=\frac{p^{\mathrm{cf}} q^{*}-p^{*} q^{\mathrm{cf}}}{q^{\mathrm{cf}} q^{*}}=s+O(\varepsilon \gamma)
$$

for some polynomial $s \in P_{m+n}$. By the discrete mean value formula there follows in analogy to (18)

$$
\frac{1}{m+n+2} \sum_{k=0}^{m+n+1} \operatorname{Re}\left\{e^{-i \arg \beta} \zeta_{k}^{ \pm}\left(r^{\mathrm{cf}}-r^{*}\right)\left(\zeta_{k}^{ \pm}\right)\right\}=O(\varepsilon \gamma),
$$

and the analogue to (19) is

Equation (6) follows as before from these two formulas together with (1). They also imply as before $E^{*} \geqq \tilde{E}^{*}+|\beta| \gamma+O(\varepsilon \gamma)$, which together with (22) and the fact $E^{*} \leqq E^{\text {cf }}$ establishes (7) in the case where (5) holds.

If (5) does not hold, the same derivation of (7) is still valid. (If $\beta=0$ for some $\varepsilon, \arg \beta$ and $\tau$ can be defined arbitrarily for these $\varepsilon$.) However if $\eta^{\text {cf }}=O\left(e^{2 m+2 n+4}\right)$, (7) can be obtained much more easily by Rouché's theorem. Q.E.D.

Acknowledgment. I am indebted to Martin Gutknecht for valuable discussions related to this work.

## REFERENCES

[1] M. Gutknecht, On complex rational approximation, in Computational Aspects of Complex Analysis, H. Werner, L. Wuytack, E. Ng, and H. J. Bünger, eds., D. Reidel, Dordrecht-Boston-Lancaster, 1983.
[2] M. Gutknecht, J. Smith and L. N. Trefethen, The Carathéodory-Fejér (CF) method for recursive digital filter design, IEEE Trans. Acoustics, Speech and Signal Processing, to appear.
[3] M. Gutknecht and L. N. Trefethen, Nonuniqueness of rational Chebyshev approximations on the unit disk, J. Approx. Theory, to appear.
[4] P. Henrici, The asymptotic behavior of best approximations to analytic functions on the unit disk, in Computational Aspects of Complex Analysis, H. Werner, L. Wuytack, E. Ng, and H. J. Bünger, eds., D. Reidel, Dordrecht-Boston-Lancaster, 1983.
[5] G. Meinardus, Approximation of Functions: Theory and Numerical Methods, Springer, Berlin-Heidelberg-New York, 1967.
[6] J. Nitsche, Über die Abhängigkeit der Tschebyscheffschen Approximierenden einer differenzierbaren Funktion vom Intervall, Numer. Math., 4 (1962), pp. 262-276.
[7] L. Rabiner and B. Gold, Theory and Application of Digital Signal Processing, Prentice-Hall, Englewood Cliffs, NJ, 1975.
[8] J. Rice, The Approximation of Functions II: Nonlinear and Multivariate Theory, Addison-Wesley, Reading, MA, 1969.
[9] L. N. Trefethen, Near-circularity of the error curve in complex Chebyshev approximation, J. Approx. Theory, 31 (1981), pp. 344-367.
[10] - Rational Chebyshev approximation on the unit disk, Numer. Math., 37 (1981), pp. 297-320.


[^0]:    * Received by the editors September 22, 1982. This research was supported by a National Science Foundation Mathematical Sciences Postdoctoral Fellowship.
    $\dagger$ Courant Institute of Mathematical Sciences, New York University, New York, New York 10012.

