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Increasing the Beta-Carotene Content of Rice, Maize, and 
Potatoes Through Genetic Modification     

Sarasvati Satyanarayana                 
Dougherty Valley High School, San Ramon, California, 94582, USA; sarasvatisatyana@gmail.com 
Mentor: Ryan Prestil      

ABSTRACT: Vitamin A deficiency is a global health problem that disproportionately affects people in developing nations. It 
can cause serious health issues, such as immune system weakness and eyesight impairment. Transgenic technology has emerged 
as a possible way to address this issue by increasing the beta-carotene content of staple crops like rice, maize, and potatoes. 
Rice, maize, and potatoes are significant staple crops globally but are deficient in essential nutrients like vitamin A. Because 
of this, scientists have successfully inserted the genes needed to enhance beta-carotene into these crops using various genetic 
engineering techniques like CRISPR-Cas gene editing, biolistic transformation, and Agrobacterium-mediated transformation, 
thereby providing a solution to vitamin A deficiency and malnutrition. 

KEYWORDS: Biomedical and Health Sciences; Nutrition and Natural Products; Biofortification; Beta-carotene; Vitamin A.

� Introduction
Although often dismissed as a way to coax children into eat-

ing vegetables, the idea that eating carrots can improve your 
vision is grounded in fact. Vitamin A, a nutrient gained by 
eating carrots and other vibrant fruits and vegetables, is es-
sential for maintaining excellent eye health. The advantages 
of vitamin A, however, go beyond only improving vision. The 
body uses this crucial nutrient for other vital processes, includ-
ing strengthening the immune system, fostering good skin, 
and promoting growth and development. This way, vitamin A 
should be included in a balanced diet.

However, vitamin A is the final product of a series of enzy-
matic reactions. The chemical consumed is the crucial precursor 
beta-carotene, metabolized in the liver by the enzyme beta-car-
otene dioxygenase to make retinaldehyde.¹ Retinol, the active 
form of vitamin A, is produced from retinaldehyde by the reti-
naldehyde reductase. This conversion is regulated by the body's 
feedback mechanisms, which ensure that the body maintains 
healthy amounts of vitamin A while preventing dangerous lev-
els from rising. How efficiently beta-carotene is converted to 
vitamin A depends on factors like age, sex, and other dietary 
components like fat and protein.² 

Nevertheless, consuming too much vitamin A is also detri-
mental due to the negative feedback systems in the body that 
control vitamin A levels.³ Therefore, taking excessive vitamin 
A supplements does not simply treat vitamin A insufficiency. 
The liver and adipose tissue both store vitamin A since it is 
fat-soluble. When vitamin A levels fall, the body increases di-
etary vitamin A absorption and releases stored vitamin A from 
the liver to maintain proper levels. On the other hand, when 
vitamin A levels are high, the body inhibits absorption and de-
creases mobilization of vitamin A, instead storing the surplus 
in the liver and adipose tissue. It is important to remember 
that it can take weeks or months for the systems that regulate 
the body's vitamin A levels to return to normal. Consequent-

ly, it is advised to refrain from consuming too many vitamin 
A supplements to prevent toxicity, which can result from the 
liver becoming saturated. This happens due to the liver's limit-
ed ability to process and eliminate toxins when saturated with 
vitamin A; once it reaches its limit, these substances can build 
up and harm liver cells, resulting in liver failure.⁴ Bile, which 
aids in the digestion of lipids and removes waste from the body, 
is also produced by the liver. When the liver is overwhelmed 
with toxins, it can fail to produce bile, which causes a buildup 
of waste products in the body. This can lead to toxicity and 
even death.⁵

Beta-carotene is a carotenoid, a class of naturally occurring 
pigments found in plants, algae, and bacteria. These organic 
compounds are responsible for many fruits and vegetables’ 
bright red, orange, and yellow pigments. Beta-carotene is a 
tetraterpenoid with 40 carbon atoms in its core structure, 
made up of conjugated double bonds flanked by two beta-io-
none rings. Beta-carotene has a symmetrical structure, so each 
molecule of beta-carotene produces two molecules of vitamin 
A. This occurs when the central 15,15’ carbon-carbon bond
is oxidatively cleaved, catalyzed by the enzyme beta-carotene
monooxygenase.⁶

Once it is produced, vitamin A aids in the formation of 
rhodopsin, a light-sensitive pigment found in the retina of 
the eye. Rhodopsin's functions include light detection and the 
initiation of the visual response. A lack of sufficient vitamin 
A hinders the formation of rhodopsin, which can cause night 
blindness. Vitamin A is also necessary for the health of the 
cornea, conjunctiva, and other eye tissues, and it might aid in 
preventing age-related macular degeneration, one of the pri-
mary causes of vision loss in older adults.⁷

In addition, vitamin A is essential for the formation of strong 
lungs. The alveoli, which comprise the lung's gas exchange 
area and develop throughout pregnancy and several years af-
ter birth, require vitamin A to grow. Furthermore, functional 
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abnormalities and disease states have been connected to long-
term vitamin A deficiency (VAD). Chronic dietary VAD alters 
the respiratory epithelium significantly, decreases alveolar sep-
tation, and encourages the growth of new interalveolar walls.⁸ 
To build the retinyl reserves in the developing lung needed 
for retinoic acid (RA) production during lung maturation and 
postnatal life, it is imperative to maintain adequate intake 
throughout the final month of pregnancy. RA controls normal 
organogenesis, cell differentiation, and proliferation through-
out embryonic development.⁹

Vitamin A also helps prevent infection by directly boost-
ing the immune system and supporting the daily renewal of 
skin cells and the production of oil and mucus, which serve 
as barriers to infection.¹⁰ T cells, B cells, and natural killer 
cells—all significant contributors to both innate and adaptive 
immune responses—need vitamin A to mature. The skin, the 
body's biggest organ, regularly renews itself by shedding old 
cells and producing new ones; vitamin A plays a crucial role 
in this process by promoting the differentiation of keratino-
cytes, the major cells that make up the skin's outer layer, and 
by regulating the production of sebum. This oily substance 
helps to keep the skin hydrated and protected.¹¹ Another cru-
cial part of the body's defense against infection is the mucous 
membranes, which create mucus, a viscous fluid that coats the 
inside of the mouth, nose, throat, lungs, and other organs and 
traps and eliminates pathogens, including bacteria and virus-
es. As vitamin A encourages the growth and differentiation of 
the cells that create mucus, it is essential for establishing and 
maintaining mucous membranes. Dry, scaly, and rough skin 
and mucous membranes that are more vulnerable to damage 
and infection can result from a vitamin A deficiency.¹²,¹³

Vitamin A’s importance can be seen when supplements 
are given to populations experiencing VAD.¹⁴ The incidence 
of diarrhea in newborn children was reduced by 30% in the 
treated group of a randomized controlled trial conducted in 
Nepal, and in a second experiment, young children had a 25% 
lower likelihood of severe malaria after vitamin A supplemen-
tation.¹⁵

Childhood morbidity and mortality that are brought on by 
VAD primarily occur in the developing world, particularly in 
Southeast Asia and Africa. VAD is a significant cause of new-
born death since it can lead to a vicious cycle of disease and 
weakness in children. Because only animal products provide 
preformed vitamin A, carotenoids fill most of the vitamin A 
needs in countries with limited animal product consumption.¹⁶ 

VAD is a severe public health problem in many developing 
nations, but directly supplementing vitamin A is costly and 
risks toxicity. Recently, genetic engineering of staple crops to 
improve their beta-carotene content has been proposed as a 
potential remedy. Researchers have identified and cloned the 
genes that produce beta-carotene in various organisms. This 
knowledge has enabled several approaches that are effective at 
increasing beta-carotene content.¹⁷ This process, called “bio-
fortification,” provides a practical and affordable way to raise 
the nutrient intake of vulnerable populations while avoiding 
the risk of overconsumption.¹⁸ Biofortification reduces the 
burden of the diseases brought on by VAD and makes strides 

toward eradicating vitamin deficiencies globally. The follow-
ing sections will expand on different methods of biofortifying 
various staple crops.
�   Methods
Employing a systematic literature review methodology, this 

study extensively investigated various biofortification methods 
for three staple crops, specifically focusing on enhancing be-
ta-carotene content. Articles were identified through targeted 
keyword searches related to the crops and relevant biofortifica-
tion techniques, primarily relying on the crop name paired with 
“beta-carotene biofortification.” The review relies primarily on 
recent literature, and articles were meticulously examined to 
extract insights into the efficacy of biofortification techniques 
and their impact on beta-carotene enhancement. The review 
provides a well-rounded perspective by combining modern ad-
vancements with foundational approaches. 

Insights and Observations:
With the aid of transgenic technology, the beta-carotene 

content of corn, rice, and potatoes can be increased. Rice, maize, 
and potatoes are widely consumed and account for billions of 
people's daily calorie consumption. Rice, the primary staple for 
more than half of the world's population, is essential, particu-
larly in Asia.¹⁹ Potatoes are a versatile and nutritious crop that 
is a mainstay in many countries. In contrast, maize, commonly 
known as corn, is a staple in many parts of the world, including 
sections of Africa and the Americas. These crops have been 
widely studied and investigated because of their importance to 
global food security and the need to improve productivity, nu-
tritional content, disease resistance, and sustainability.¹⁸ Rice, 
in particular, has garnered significant attention in research ef-
forts because of its high demand and the need to improve its 
productivity, which has paved the way for further research on 
improving the beta-carotene of staple crops, along with the aid 
of transgenic technology.

Gene Editing Techniques:
The recent development of CRISPR-Cas9 technology 

makes it possible to make precise and effective alterations to 
a plant's DNA, completely changing the area of biofortifica-
tion. The CRISPR system comprises the Cas9 protein and a 
guide RNA (gRNA). The gRNA is intended to complement 
the target DNA sequence. While the CRISPR-Cas9 complex 
is initially introduced through transfections, it subsequently 
enters the cells. Once inside the cells, the complex guides Cas9 
to bind with the target DNA.  Cas9 severs the DNA, result-
ing in a double-stranded break. Non-homologous end joining 
(NHEJ) and homology-directed repair (HDR) systems in the 
cell can then repair the break. Using a template DNA mole-
cule, scientists can use the CRISPR system to guide precise 
gene alterations.²⁰ Gene editing enables targeted modifications 
without introducing foreign DNA, in contrast to conventional 
genetic modification techniques like transgenesis.²¹ Transgen-
esis is the process where a foreign gene is inserted into the 
genome of an organism, or biolistic transformation,²² where 
typically gold of tungsten microprojectiles coated with genetic 
material are launched into target cells. While gene editing is 
more efficient and precise, conventional methods of genetic 
modification make crops more readily accepted by regulatory 

ijhighschoolresearch.org



 3 DOI: 10.36838/v6i1.1

harm health. This means that people with absorption issues 
will need more than biofortified foods and must seek other 
means of supplementation as well, so biofortification is more 
than just a one-size-fits-all solution.²⁶

Despite these problems, many countries, most notably the 
Philippines, one of the world's largest rice producers, have 
approved the consumption of golden rice. The Philippines' 
decision to allow the commercial production of golden rice 
in 2019 marked a significant turning point in technology 
development. It aimed to deliver around 50% of the daily rec-
ommended Vitamin A for young children.²⁷

Rice:
Rice is an everyday food source for over half of the world's 

population,²⁸ and VAD is prevalent in many underdeveloped 
countries. To counter this problem, researchers have been look-
ing for ways to biofortify rice to increase its vitamin A content.

Golden rice is a genetically engineered species created to 
combat VAD in impoverished nations. The rice was geneti-
cally modified to create beta-carotene, a precursor of vitamin 
A, in the rice grains' endosperm, the edible part of the rice 
grain. Golden rice technology entails inserting two genes, phy-
toene synthase (psy) and beta-carotene desaturase (crtI), found 
in the bacterium Erwinia uredovora into the rice genome via 
Agrobacterium-mediated transformation,¹⁸, ²⁹ which involves 
adding foreign genes into the rice genome by Agrobacterium 
tumefaciens. This bacterium is a naturally occurring vector, and 
it inserts a Ti-plasmid (tumor-inducing) into the plant cell’s 
nucleus.³⁰ This approach was developed before the discovery 
of CRISPR-Cas9 and has been used to produce a range of 
genetically modified crops, including herbicide-resistant Bt 
cotton and soybeans. The resulting rice lines' endosperm pro-
duces beta-carotene, which the body converts to vitamin A. 
The ability to insert larger DNA segments into the genome 
via Agrobacterium-mediated transformation is one benefit 
that can be useful for adding complex traits into plants. One 
disadvantage of this method is the possibility of foreign DNA 
insertion into unwanted locations in the genome, which could 
have unforeseen impacts on plant growth and development. 
On the contrary, CRISPR-Cas9 allows for precise and large 
alterations to the plant genome targeted to a specific locus.³¹

The development of golden rice has spurred research into 
various methods of biofortifying rice to improve its vitamin A 
concentration. One method includes utilizing CRISPR-Cas9 
technology to modify the rice genome and insert genes nec-
essary for beta-carotene production. One study employed 
CRISPR-Cas9 to modify the rice genome and add the afore-
mentioned psy and crtI genes responsible for beta-carotene 
synthesis. The study discovered that the generated rice lines 
contained up to 21 times more beta-carotene than the con-
trol lines.³² This contains more beta-carotene than golden rice, 
which contains roughly 1.6 μg/g of rice.¹⁸ 

A highly effective method for genetically modifying crops, 
such as rice, to improve their nutritional content is called "bi-
olistic transformation." Biolistic transformation,²⁹ also known 
as gene gun technology, has introduced three genes from the 
beta-carotene biosynthetic pathway into the rice endosperm. 
The result was rice grains with high levels of beta-carotene, 

bodies and consumers. Additionally, the simultaneous mod-
ification of numerous genes through gene editing has made 
introducing more complex features into crops possible. 

Another method of genetic modification commonly used is 
agrobacterium-mediated transformation, where the random 
integration of DNA into the genome is routinely employed 
to introduce foreign genes into plants. This can have unan-
ticipated consequences,²³ such as undesired mutations or 
perturbations of native genes. CRISPR's focused editing re-
duces these unexpected consequences and gives one more 
control over the genomic changes.

Another commonly used technology is RNAi silencing, 
where small RNA molecules prevent gene expression. Al-
though a valuable tool for gene knockdown, this method is 
limited to post-transcriptional regulation. Furthermore, RNAi 
silencing might not completely silence the target gene, and 
it might also have unwanted side effects that silence other 
genes.²³

Concerns:
Despite the efficacy of the aforementioned techniques dif-

fering, all of the techniques have shown consistent results that 
prove that the genetic modification of these staple crops can 
significantly improve the beta-carotene content of these plants, 
which, if globalized, can effectively fight VAD worldwide. But 
for this to occur, many countries must pass comprehensive laws 
that motivate deficient populations to try genetically modified 
foods. Since its conception, the development of genetically 
modified foods (GMOs) has sparked debate. Proponents of 
GMOs claim that they can help with VAD, a serious public 
health problem in developing nations. Meanwhile, detractors 
cite several concerns that could reduce the impact of GMOs. 
The foremost concern is whether GMOs are safe to eat. Still, 
a study conducted by the National Academies of Sciences, En-
gineering, and Medicine found no evidence that foods grown 
with GMOs are any more harmful to human health than crops 
grown conventionally.²⁴

Another concern regarding genetically modified crops, in 
general, is that the widespread adoption of these modified 
crops could lead to the loss of traditional varieties of these 
crops that have been cultivated for centuries and are adapted 
to local growing conditions. Additionally, the common prac-
tice of patenting bio-enriched varieties may lead to small-scale 
farmers needing the proper technology to create modified 
crops to compete with larger agricultural businesses. Devel-
oping genetically modified crops could be driven by profit 
motives rather than the need to address nutritional deficien-
cies in developing countries, leading to additional issues and a 
reduced impact.²⁵

In addition to the ethical concerns, some people may have 
trouble absorbing and converting beta-carotene to vitamin A 
if they have certain genetic variations or medical conditions 
known as malabsorption disorders. People who suffer from 
intestinal conditions like Crohn's disease, ulcerative colitis, or 
celiac disease may have irritation and damage in the intestinal 
lining, leading to trouble absorbing some nutrients from meals, 
including beta-carotene and vitamin A. This can result in var-
ious micronutrient deficiencies, including a VAD, which can 
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giving them a distinctive golden color. Results have shown ca-
rotenoid amounts ranging from 0.297 μg/g to 1.05 μg/g.³³

Overall, various methods for biofortifying rice with in-
creased vitamin A content exist, including CRISPR-Cas9 
technology, biolistic transformation, and bacterium-mediated 
transformation. These approaches can address VAD in many 
developing countries and improve the health of millions of 
people. Yet, it is important to carefully consider the potential 
environmental and social impacts of these technologies and 
any potential risks to human health.

Maize:
Maize, commonly known as corn, is a significant staple crop 

around the globe but is deficient in important nutrients like vi-
tamin A, which causes malnutrition in people who rely heavily 
on maize as their primary food supply. The genetic modifi-
cation of maize to produce extra vitamin A is one approach 
to solving this issue. CRISPR-Cas9 is one of the techniques 
used in genetic engineering to do this. To improve maize's 
nutritional value, scientists have employed CRISPR-Cas9 to 
introduce or change genes that promote the production of be-
ta-carotene. 

In one study, one standard corn line with favorable lcyE 
alleles was the donor parental line, whereas four sweet corn 
lines were the recipient lines.³⁴ The favorable lcyE allele was 
introduced into four sweet corn lines using marker-assisted se-
lection (MAS). MAS is a breeding strategy used in agriculture 
and genetics to aid in selecting desirable features in plants and 
animals. It uses molecular markers, which are distinct areas of 
DNA linked to specific traits or genes of interest.³⁵ Accord-
ing to this study, the favorable lcyE allele increases b-carotene, 
proA, and total carotenoid content while decreasing a-car-
otene levels. The average increase in b-carotene, proA, and 
total carotenoid concentration was 1.54, 1.85, and 6.77 μg/g, 
respectively. The b-carotene/total carotenoid ratio increased 
across the three converted lines, except the K185-converted 
lines. According to the findings of this study, MAS effectively 
increases proA carotenoid content in sweet corn by introduc-
ing the favorable lcyE allele.³⁴

In a different study, PSY1, the phytoene synthase gene 
found in maize, was introduced into maize plants using CRIS-
PR-Cas9 technology. In maize, PSY1 is a limiting factor in 
beta-carotene synthesis and is implicated in its biosynthesis. 
According to the study, maize plants’ beta-carotene and vitamin 
A levels significantly increased due to CRISPR-Cas-mediated 
gene editing. The researchers verified that the PSY1 gene was 
successfully introduced into the maize plants by PCR ampli-
fication and sequencing of the targeted genomic region. They 
found that the gene was integrated into the maize genome in 
all edited plants. The resulting maize plants had significant-
ly higher levels of beta-carotene than non-edited plants. The 
study demonstrated that CRISPR-Cas9 technology could 
precisely and efficiently introduce beneficial genes into crops 
to enhance their nutritional content and improve their yield 
and resistance to pests and diseases.³⁶

Overall, the biofortification of maize with higher levels of 
beta-carotene using various technologies has the potential to 
benefit millions of people worldwide. Researchers can improve 

the nutritional value of maize, a common food source in de-
veloping nations, by inserting genes that boost beta-carotene 
production. The aforementioned findings show that different 
genetic editing techniques effectively achieve this objective 
and emphasize their potential as a weapon for combating hun-
ger worldwide.

Potatoes:
More than 1.3 billion people worldwide rely on potatoes 

as an integral source of nourishment.³⁷ However, they do not 
contain much beta-carotene. Even though some potato variet-
ies contain trace amounts of carotenoids, their concentrations 
are frequently much lower than those of other vegetables. Be-
cause of this, people who rely on potatoes as their primary food 
source may be susceptible to VAD. Numerous studies have ex-
plored the possibility of using various transgenic technologies 
to biofortify potatoes with more beta-carotene. 

In one study, researchers used a bacterial-derived mini-path-
way to induce the synthesis of beta-carotene (Provitamin A) 
from geranylgeranyl diphosphate.³⁸ Three Erwinia genes en-
coding phytoene synthase (CrtB), phytoene desaturase (CrtI), 
and lycopene beta-cyclase (CrtY) were used under tuber-spe-
cific or constitutive promoter control. Eighty-six unique 
transgenic lines were produced and tested, each with a differ-
ent promoter/gene combination. In these tubers, carotenoids 
increase approximately 20-fold to 114 μg/g dry weight, while 
beta-carotene increases 3600-fold to 47 μg/g dry weight. This 
is not only the highest carotenoid and beta-carotene content 
reported for biofortified potatoes, as well as any of the four 
primary staple foods, but it is also enough to provide 50% of 
the recommended daily allowance (RDA) of Vitamin A with 
250 gms (fresh weight) of these modified potatoes, assuming a 
beta-carotene to retinol conversion of 6:1.³⁸ 

Another study silenced the beta-carotene hydroxylase gene 
(bch), which transforms beta-carotene into zeaxanthin, using 
RNA interference (RNAi). Three distinct potato lines were 
transformed using Agrobacterium tumefaciens to introduce 
two RNAi constructs.³⁹ The GBSS (tuber-specific granule 
bound starch synthase) promoter was present in one con-
struct, whereas the CaMV 35S (strong constitutive) promoter 
was present in the other. The amount of beta-carotene in the 
wild-type tubers was enhanced from minimal quantities to 
331 μg per 100 g of fresh weight. In general, GBSS-derived 
transformants had higher beta-carotene levels than CaMV 
35S-derived transformants.

Future Directions:
As people in different places have different dietary prefer-

ences and cultural practices, having three different biofortified 
crops high in vitamin A is critical. Furthermore, because dif-
ferent crops have different growth requirements, it is essential 
to have various crops suitable for different environments. Rice, 
for example, is frequently grown in flooded areas, but maize 
and potatoes are typically planted on drier soil. Farmers in 
different places can plant biofortified crops suitable for their 
particular growing conditions if there is a diversity of biofor-
tified crops.⁴⁰ 

Modifying staple crops to increase beta-carotene content is 
headed towards further research and development to im
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prove the nutritional content to address malnutrition and re-
lated health problems in vulnerable populations. One of the 
key challenges facing the field is ensuring that the modified 
crops are safe for human consumption and have no adverse 
environmental impacts. This requires continued research to 
understand the potential long-term effects of consuming these 
crops and to establish regulatory frameworks to ensure their 
safety. In addition, the development and distribution of these 
crops must be done equitably and sustainably, which benefits 
small-scale farmers and communities in need. For the ad-
vantages of these improvements to be available to those who 
need them most, there needs to be a greater investment in in-
frastructure, research, and education. Collaboration between 
governments, researchers, and stakeholders from other sectors 
will also be crucial to advance and handle the complicated 
issues related to changing staple crops. Overall, the potential 
benefits of modified staple crops are substantial, even though 
there are still many challenges to be solved, and ongoing efforts 
to develop and implement them responsibly and equitably will 
be vital to enhancing world health and lowering malnutrition.

Biofortification has achieved increased nutrient content in 
crops, including maize, rice, and potatoes, offering a long-lasting 
and affordable remedy for micronutrient deficiencies. Biofor-
tified crops are not a panacea and might only be effective for 
some. Regional differences in soil quality, climate, and agricul-
tural methods can affect biofortification projects' effectiveness. 
Moreover, while biofortified crops can increase the availabili-
ty of essential micronutrients, relying solely on them may not 
address the underlying causes of poverty and food insecurity, 
which can also contribute to malnutrition. Therefore, a com-
prehensive strategy considering various elements is required to 
enhance nutrition and decrease malnutrition, including educa-
tion and awareness campaigns, access to healthcare, and social 
services. Implementing such a strategy would support bioforti-
fication initiatives and address the root causes of malnutrition, 
helping to provide a long-lasting solution.

Future research should concentrate on conducting compre-
hensive studies that delve into the specific impacts of consuming 
these genetically modified crops. To ensure the safety and ef-
ficacy of these crops, it is imperative to investigate various 
aspects. Firstly, bioavailability studies should be undertaken to 
ascertain how much the human body can absorb the enhanced 
beta-carotene. For instance, clinical trials could be designed to 
compare the bioavailability of beta-carotene from genetically 
modified crops with that from traditional sources, measuring 
blood levels of beta-carotene and its conversion to vitamin A. 
Turning to the environmental perspective, investigating the 
potential consequences of gene flow from genetically modified 
crops to their wild relatives is of utmost importance. This could 
be addressed through experimental plantings in controlled en-
vironments, observing the rates of gene transfer and potential 
impacts on the wild populations. Non-target organism studies 
should also be conducted to assess whether the modified crops 
have unintended effects on beneficial insects, soil microorgan-
isms, and other components of local ecosystems. For instance, 
studying the impact of genetically modified crops on pollina-

tors like bees could provide insights into potential ecological 
disruptions.

Moreover, a comprehensive evaluation of the overall envi-
ronmental sustainability is vital. This involves assessing the 
water usage patterns of these crops in comparison to tradition-
al crops, monitoring soil health parameters, and quantifying 
potential shifts in biodiversity in fields where the crops are 
cultivated. For example, analyzing soil microbial diversity and 
nutrient levels before and after cultivating genetically modified 
crops can offer insights into their impact on soil health.

Ultimately, finding the balance between the benefits of im-
proved nutrition and the potential risks to human health and 
the environment is pivotal. This requires a multi-faceted ap-
proach, integrating findings from health and environmental 
research. Policymakers and stakeholders must consider these 
findings when deciding about the cultivation and consumption 
of biofortified crops. Responsible integration involves not only 
understanding the scientific nuances but also engaging in open 
dialogues with the public to address concerns and build trust 
in the technology.

This review significantly advances our knowledge of en-
hancing beta-carotene content in rice, maize, and potatoes 
through genetic modification. The review offers a compre-
hensive view of biofortification approaches by covering diverse 
strategies like CRISPR-Cas9, biolistic transformation, and 
bacterium-mediated methods. It discusses specific genet-
ic modifications, aiding our understanding of the underlying 
mechanisms. The comparison between techniques, such as the 
beta-carotene variations in golden rice and CRISPR-modified 
rice, informs decision-making in future research.

The review's real-world impact lies in its emphasis on com-
bating vitamin A deficiency in regions reliant on these crops. It 
quantifies the increase in beta-carotene content, underscoring 
the potential to address a crucial public health issue. Implicitly, 
the review suggests directions for future exploration: refining 
precision in genetic modifications, considering trait stacking 
for multifaceted benefits, exploring long-term environmental 
and ethical implications, and addressing consumer acceptance 
and regulatory aspects. This multifaceted perspective positions 
the review as a valuable roadmap for advancing crop biofortifi-
cation strategies responsibly and sustainably.

In summary, the review's comprehensive coverage of diverse 
biofortification strategies, comparative analysis, emphasis on 
real-world impact, and implicit directions for future research 
collectively contribute to an enriched understanding of en-
hancing beta-carotene content in staple crops.
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ABSTRACT: Figure skating athletes experience repetitive training in intricate movements needed for their jumps, spins, and 
precise footwork on ice. Increased evidence shows that these trainings are associated with anatomic and functional changes in 
their central nervous systems. Specifically, long training induces the habituation of the vestibular system to the unusual movements 
in figure skating. Figure skaters are also more adaptive to vestibular-otolithic stimuli. On the cerebral level, figure skaters have 
larger cortical representations responsive to lower extremity activities on motor maps. In addition, skaters have higher gray matter 
volume, changes in white matter fractional anisotropy, and increased volume of their right cerebellum hemisphere and vermian 
lobules VI-VII. These adaptive changes benefit the athletes’ overall physical wellness and impact their long-term behavior, learning, 
and cognitive landscape. The following review discusses studies that demonstrate the impact of figure skating on structures within 
the central nervous system. The social and mental benefits of figure skating, as well as possible future directions in this area of 
research, are also addressed. 

KEYWORDS: Neuroscience; Behavioral and Social Wellbeing; Figure Skating; Central Nervous System; Mental Health.

�   Introduction
Figure skating is a sport that requires individuals to execute 

intricate movements, including jumps, spins, and precise foot-
work along the ice. It demands that athletes showcase their 
artistic abilities and perform a wide range of freestyle moves. 
The sport originated as a mode of transportation in northern 
European countries¹ before evolving over time into a popu-
lar recreational activity. As figure skating quickly popularized, 
its required physical routines became increasingly challenging, 
transitioning it into a demanding sport that now requires high 
levels of endurance, strength, and flexibility. The combination 
of artistic and technical abilities demands a high degree of 
physical exertion. Thus, many figure skating athletes develop 
enhanced abilities and responses throughout their organ sys-
tems. Because of the sport’s demanding physical requirements, 
figure skaters develop adaptations in their central nervous sys-
tems, some of which are unique to individuals participating in 
figure skating. These include adaptations in the vestibular sys-
tem and the motor map and changes in the volume of cerebral 
white matter and cerebellum.²-⁵

This review will summarize specific habituation to coordina-
tion and the mechanisms behind developing specialized motor 
skills in figure skaters. In addition, the social and mental health 
benefits of figure skating will also be discussed. We hypothesize 
that figure skating training improves the adaptive plasticity of 
the central nervous system, including the cerebrum, cerebel-
lum, and vestibular system. 
�   Discussion
The long-term roles of figure skating in brain develop-

ment:

- The influence of figure skating on the anatomy of the 
brain

Extensive training in sports such as figure skating is increas-
ingly shown to lead to adaptive changes or plasticity of the 
central nervous system.⁶, ⁷ Motor activities in body muscles are 
reflected in a region of the brain cortex in the frontal lobe, 
termed the motor cortex. The motor cortex is composed of pri-
mary and secondary motor cortices. The primary motor cortex 
is responsible for the motor control of different body parts, re-
ferred to as the cortical representation of muscles or motor map 
(Figure 1). The motor map is disproportionate to the mass of 
the corresponding muscles but related to the number of corti-
cal neurons needed to control body muscles precisely. In this 
respect, regions controlling the movement of hands and face 
are much larger than those responsible for the trunk and legs 
(Figure 1).

Figure 1: Figure skaters have a larger cortical representation responsive to 
lower extremity activities. The motor map is proportional to the number of 
cortical neurons needed to control body muscles. In skaters, the motor cortex 
responsible for the control of lower extremities is larger than in non-skaters. 
The figure was created with BioRender.                             
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The long-term practice of figure skating, typically in pro-
fessional figure skaters, is reported to affect the landscape of 
motor maps.⁸ This is consistent with many studies showing 
that motor training induces plasticity across the motor cortex 
in elite athletes.⁹ However, not all sports activities will lead 
to changes in the representations within the motor cortex. 
For example, animal experiments using rats demonstrated 
that strength training does not induce the reorganization of 
movement representations.¹⁰ Studies in rats also showed that 
endurance training was sufficient to induce angiogenesis but 
failed to alter the motor map.¹¹ Unlike strength and endurance 
training, sports training involving skilled activities, such as fig-
ure skating, has different impacts on the landscape of motor 
maps. For example, in animal experiments, reach-trained rats 
showed an expansion of distal, but not shoulder and elbow, 
representation of the motor cortex.¹² Squirrel monkeys trained 
on skilled digit manipulation exhibited an expansion of areas 
representing digit motor activity.¹³ In human studies, Vaalto et 
al. revealed that the cortical representation area of the tibialis 
anterior, the muscle critical for jumps, was larger in figure skat-
ers when compared with the controls (Figure 1).⁸ An increase 
in the corresponding cortical representations in the frontal 
lobe was also observed in humans trained for digit, ankle, and 
tongue movements.¹⁴-¹⁶ Similarly, cortical representations of 
medial deltoid and carpi radialis muscles, which are critical for 
upper arm motor activities, have been shown to be enlarged in 
volleyball players.¹⁷ 

These studies support the hypothesis that repeated and 
long-term training in skill motor activities causes the enlarge-
ment of the areas of corresponding cortical representations. 
However, exceptions exist in specific skilled training. Vaalto 
et al. also found that the representation area of the left ab-
ductor digiti minimi, muscles critical for reaching right tones, 
was smaller in the nondominant hemisphere in string players 
compared to the controls.⁸ The authors concluded that motor 
map reorganization may differ depending on the skill and the 
roles of the muscles in the skill.⁸

The influence of cortical motor representation by extensive 
figure skating training persists even when the skaters are aged. 
The motor representation areas in the brain are believed to 
be shared with action execution and observation.¹⁸-²⁰ Studies 
have shown that retired and experienced figure skaters had 
better skills in predicting figure skating elements and other 
movements than age-matched individuals. This indicates that 
figure skating training could prevent an aging-associated de-
cline in motor representations.²¹

Another aspect of the central nervous system that long-
term figure skating may influence is the action observation 
network (AON).²² AON consists of ventral premotor cortex, 
inferior parietal cortex, and superior occipitotemporal cortex. 
The AON cortexes are reciprocally connected and responsi-
ble for action interpretation to a common code. In elite sports 
athletes, the connections often extend beyond these regions of 
the canonical AON network. Diersch et al. reported that the 
caudate nucleus plays a critical function in connecting AON 
cortexes to predict less familiar figure skating actions in figure 

tice could modulate the distribution of AON networks.²³ In 
other sports, action anticipation has been observed beyond the 
AON system in expert basketball players.¹⁹

- Plasticity in the brain white and gray matters in figure 
skaters

Figure skating is reported to influence other aspects of 
brain anatomy as well. Broadly, the main components of the 
brain include gray matter and white matter based on their 
relative light appearance. Gray matter comprises neurons, 
whereas white matter encompasses bundles of nerve fibers 
(axons) derived from neurons. The connectivity of axons to 
different brain regions, which could be detected by diffusion 
tensor imaging (DTI), dictates the changes in white matter 
due to diseases or other conditions. In this respect, Hummel 
et al. reported that figure skaters showed similar cerebral white 
matter diffusivity changes compared to patients with bilateral 
vestibular loss and balance deficits.² Similar findings were also 
observed in athletes involved in other balance training, such 
as ballet dancing and slacklining.², ²⁴, ²⁵ These studies indicate 
that repeated balance training, experienced in both athletes 
and balance deficit patients, shares similar mechanisms in 
shaping the white matter fractional anisotropy (Figure 2).

Long-term figure skating training can also induce structur-
al plasticity in the gray matter. Compared with age-matched 
non-athletes, elite figure skaters had higher gray matter volume 
in different brain regions, including the posterior cerebellum, 
frontal lobe, temporal lobe, posterior cingulate, caudate, and 
thalamus. The change is specifically prominent in the cere-
bellum. The connection between the posterior cerebellum and 
fusiform gyrus is also stronger in figure skaters.⁷

- Influence on cerebellum in figure skating
Similar to what has been found in other sports, intensive 

figure skating training can induce brain structural changes, 
particularly in the cerebellum.⁴, ²⁶ These findings are not sur-
prising, given that the cerebellum is pivotal in coordinating 
various movements and controlling motor and balance. Like 
the cerebrum, the cerebellum comprises two hemispheres di-
vided by an array of large folds called the vermis. The vermis is 
further divided by lobules. Using three-dimensional magnetic 
resonance imaging, Park et al. examined the volumes of the cer-
ebellum in short-track speed skaters and compared them with 
the matched control individuals. They found that the volumes 
of the right cerebellar hemisphere and vermian lobules VI-
VII are bigger in skaters.⁴ The authors suggest that long-term 
training in skating increases the volume of the aforementioned 
regions of the cerebellum that are most critical for balance and 
coordination during skating.
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The vestibular system is one of the most important organ 
systems for successfully performing the essential components 
of figure skating, such as rotation, acceleration, and tilting 
(Figure 3).²⁷ Conversely, practice in figure skating can also 
influence the functional plasticity of the vestibular system. In 
this respect, Tanguy et al. compared the vestibulo-ocular reflex 
(VOR) and motion sickness intensity in female figure skaters 
and matched control individuals.³ Through the measurement 
of sickness symptoms after vestibular and nauseogenic stimula-
tions evoked by sinusoidal rotation or off-vertical axis rotation, 
the authors found that figure skaters exhibited a lower gain of 
VOR and less motion sickness compared to the control in-
dividuals. The VOR gain is calculated by the amount of eye 
rotation divided by the amount of head rotation, which is 
usually close to 1 in a healthy individual. However, in sports 
such as figure skating, the athlete needs to follow the objects 
during rapid rotations, which often is reflected by a lower gain 
of VOR. The lower VOR gain in figure skaters suggests ad-
aptation of the vestibular-ocular system to the specialty of the 
skaters. The authors conclude that the repeated stimulations of 
VOR during figure skating practice could induce the habitua-
tion of the vestibular system to these unusual movements.³ The 
same conclusion was also made in a study by Alpini et al.,²⁸ 
which similarly studied VOR gain in figure skaters.

Additionally, these authors also found that vestibular habitu-
ation depends on the specific tasks of the skaters. For example, 
their study showed that VOR gain was reduced only in dancer 
skaters but not in single or paired skaters in their study.²⁸ No-
tably, the number of skaters enrolled in these studies is low, 
which may bias their findings.

These findings of vestibular habituation in figure skaters 
were also identified in animals such as monkeys²⁹, ³⁰ and cats.³¹ 
Both species experience frequent vestibular stimuli in their 
daily life. Similarly, athletes in other sports, such as dancing 
and gymnastics, are reported to have reduced gain of VOR in 
experimental conditions with vestibular ocular stimuli.³², ³³

The vestibular system also includes otolith organs compris-
ing the utricle and saccule, which detect linear head acceleration 
and tilt, respectively. Otolithic inputs are reported to be in-
terpreted better in figure skaters.³⁴  Tanguy et al. assessed 
otolith-ocular reflex in figure skaters and control individuals 
using vertical axis rotation (OVAR), a stimulus in which an 
individual is rotated along a tilted axis. The authors found that 
compared to the non-skaters, figure skaters interpret otolithic 
signals more as rotation but less as inclination, again suggesting 
that figure skaters are more adaptive to the vestibular-otolithic 
stimuli.³⁴

The Impact of figure skating on Social and mental health:
The influence of figure skating training extends beyond the 

physical changes and adaptations in the central nervous system.

Other studies investigating female short-track speed skaters 
also identified an increased volume of vermian lobules VI-VII. 
Compared with the control individuals and male skaters, the 
increased volume of vermian lobules VI-VII was shown to be 
correlated with more enhanced balance in female skaters.⁵

In summary, these reports demonstrate the positive influ-
ence of figure skating on the plasticity and functions of the 
brain. Nevertheless, most of these studies include only a lim-
ited number of athletes and control individuals. Future studies 
with an increased enrollment of study subjects would solidify 
these findings.

The relationship between figure skating and the vestibu-
lar system:

In humans, the vestibular system is an essential sensory 
structure that detects motion, head position, and spatial ori-
entation. More specifically, this biological system is critical for 
rotation, movement, body position, and tilt. Like other human 
organ systems, the vestibular system is complex and composed 
of an array of delicately regulated anatomic and neurologic el-
ements. The main component of the vestibular system is the 
vestibular labyrinth, which is continuous with the cochlea for 
hearing detection. The cochlea and vestibular apparatus are 
together covered by a bony labyrinth, which additionally has a 
membranous labyrinth underneath. 

The vestibular labyrinth contains semicircular canals, which 
are critical to detect nodding, shaking, and tilting. A body 
fluid known as endolymph circulates throughout the canals 
and serves to travel according to body movements. Under cir-
cumstances where the head experiences rotation, for example, 
the endolymph flows into the ampulla. Within it, the senso-
ry portion, known as crista ampullaris containing the cupula, 
hair cells, and vestibular nerves, will act analogously with rota-
tions.²⁷ The vestibular system is also composed of the otolith 
organs to detect acceleration, tilting, and other gravitation-
al forces. The two otolith organs are specifically named the 
utricle and saccule, which serve to detect movement on the 
horizontal or vertical plane. Within both the crista ampullaris 
and otolith organs, movement of the endolymph causes hair 
cells to act where neurotransmitters will be released to signal 
information regarding the plane of movements to the brain 
(Figure 3).²⁷

Figure 2: Skaters experience changes in the cerebrum and cerebellum. The 
figure shows a coronal view of the cerebrum and cerebellum in the normal 
brain. The skaters have higher gray matter volume, changes in white matter 
fractional anisotropy, and increased volume of cerebellum right hemisphere 
and vermian lobules VI-VII as depicted in red. The dotted line indicates that 
vermian lobules are located behind the illustrated regions.                             

Figure 3: The anatomy and functions of the vestibular system related to 
figure skating. The vestibular system is composed of a vestibular labyrinth 
and cochlea. The vestibular labyrinth contains semicircular canals, which 
connect to the ampulla. Within the ampulla, crista ampullaris senses body 
rotations through the displaced cupula. The vestibular labyrinth also contains 
otolith organs, named utricle and saccule, to detect acceleration and tilting. 
The microscopic composition of crista ampullaris and otolith organs includes 
hair cells connected to vestibular nerves, which transmit the signal to the 
brain. The figure was created with BioRender.                              
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Many reports show evidence demonstrating the benefits of 
figure skating in the mental and social health of the skaters. 
Lonescu and Badau recruited 143 students who performed 
recreational figure skating and evaluated their perceptions of 
the benefits of figure skating through questionnaires. The re-
sults showed a strong correlation between figure skating and 
improved physical development and fitness. The practice also 
contributes to the improvement of mental and social abili-
ties.³⁵ While the study lacks a control group of students, the 
research provides substantial evidence that figure skating ben-
efits mental and social health, even for recreational purposes.

Figure skating can also be therapeutic for mental diseases. 
A study by Casey et al. designed to test whether therapeutic 
skating could benefit patients with autism spectrum disor-
der recruited two autistic boys into various skating sessions.³⁶ 
These boys participated in three 1-hour skating sessions every 
week for 12 weeks. The study found that skating can produce 
physical benefits for these children, including balance, motor 
behavior, and functional capacity, and serve as an alternative 
approach to other activities.³⁶ Fragala-Pinkham et al. conduct-
ed a study with a much larger participant group, enrolling 22 
children aged 5-12 years with developmental disabilities in 
figure skating once per week over six weeks. Using a ques-
tionnaire, the authors found that the parents of participating 
children were satisfied with the program and indicated overall 
improvements in their children’s balance, endurance, self-es-
teem, and confidence.³⁷ The study supports Casey et al.’s 
conclusion that figure skating benefits the mental and physical 
health of neurodivergent children.

Conversely, mental training can also be influential to the 
performance of figure skating. An older study by Mumford 
et al. revealed that mental imagery training, a mental practice 
that could improve the performance of sports, significantly 
impacted figure skating in senior skaters. However, the effects 
on younger athletes were not apparent.³⁸

Figure skating-related medical problems pertinent to the 
neurologic system:

While practicing figure skating is undeniably beneficial, as 
with any sports activity, the sport has issues concerning inju-
ries or other medical problems. The most common injuries in 
figure skating are in the muscular motor system,³⁹ which is 
not the focus of this review. Eating disorders and other medi-
cal problems are commonly observed in athletes across various 
disciplines, including figure skating.

Data from the 1980s and 90s showed that over half of the 
female skaters were dieting and took far less caloric needs than 
required.⁴⁰, ⁴¹ Figure skaters also tend to show concerns about 
their weight and body dissatisfaction, well-known risk factors 
for eating disorders.⁴² A more recent study revealed that 13% 
of participating female skaters reported a range of problematic 
eating habits, which were irrelevant to their skating skills.⁴³ 
While eating disorders are a risk factor for many potential 
medical problems, especially the injuries associated with fre-
quent jumps and landing, figure skaters do not appear to have 
an increased incidence of stress fractures. This could be be-
cause forces produced by these activities protect the skaters’ 
skeletons.⁴⁴

Other injuries stemming from figure skating often directly 
impact the head. Knox et al. found that figure skaters had a 
greater percentage of head injuries (13.3%) than roller skaters 
(4.4%). It was also found that concussions occurred more of-
ten among figure skaters resulting from falls. The authors also 
found from each skating activity that children six years of age 
or younger participating in each skating activity experienced 
more head and facial injuries than older skaters.⁴⁵

Head injuries were also found common in synchronized 
skating. For example, in a study conducted before and during 
the World Synchronized Skating Championships in 2004, 
19.8% of acute injuries were head injuries.⁴⁶ Generally, head 
injuries occurred more often in pairs and synchronized skating 
primarily due to lifting elements. 
�   Conclusion
The field of figure skating continues to serve as a growing 

discipline in each category. This review discusses several neu-
rological effects on activities such as speed skating, singles, 
pair skating, and synchronized skating. We conclude from the 
literature review that participating in these skating activities 
leads to changes in the physical adaptations in athletes, includ-
ing vestibular habituation, the plasticity of the motor cortex, 
and white and gray matter in the central nervous system.²-⁵ 
Understanding the neurological benefits behind figure skating 
is significant as it can assist in improving athletic performance 
among experienced skaters and coaches while preventing inju-
ries. In addition, analyzing the correlations between brain and 
bodily functions is crucial in future enhancements of varying 
skills and elements.

In addition to physical changes, figure skating offers mental 
and social benefits. Thus, it serves as an alternative physical 
and mental therapeutic approach for individuals with special 
needs, ultimately assisting them with their physical, social, 
and emotional well-being.³⁵-³⁷ Figure skating is commonly re-
garded as a physically demanding sport. However, uncovering 
social benefits can promote further social interactions within 
and outside of the sport. Additionally, understanding mental 
factors may be critical in helping athletes learn to manage 
stress and overcome obstacles during practice and competition.

As figure skating continues to gain popularity, a correspond-
ing increase in athlete participation is likely. Involving more 
skaters in future studies is critical to increasing the power of 
analyses since many of the discussed studies have limited en-
rollments. Additional studies are needed to demonstrate the 
long-term impact of figure skating on the mental health of 
the general population and neurodivergent individuals. Fur-
thermore, studies involving the comparative analyses of figure 
skating with other sports would provide important novel 
insights into how balance training shapes neuroplasticity. So-
ciety should encourage the support of figure skating programs 
to be used as a way to improve motor skills and balance among 
diverse individuals as well as increase awareness of the benefits 
of balance training such as figure skating.
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ABSTRACT: The solubility of pigments is of significant importance for the successful coloring of various products in the food 
industry. In this work, the solubility of anthocyanins and chlorophylls was analyzed by thin-layer chromatography. Plant pigments 
were applied to filter paper and placed in mixtures of hydrophilic, ethanol, methanol, hydrophobic solvents, heptane, chloroform, 
and petroleum ether. In addition, solutions of different pH were used to examine how pH changes the color of the plant pigments. 
By adding small amounts of a strong acid (hydrochloric acid), a strong base (sodium hydroxide), weak acids (citric acid and acetic 
acid), and salts (sodium hydrogen carbonate and sodium hypochlorite) to the pigment extracts, a palette of various colors in 
the pigments was observed. Based on the solubility data and the results of the color change in the pigments, anthocyanins were 
successfully used as a food color in a food product with acidic pH, lemonade, and a food product with basic pH, cookies.  

KEYWORDS: Biochemistry, analytical biochemistry, anthocyanins, chlorophylls, food coloring, thin-layer chromatography. 

� Introduction
In the last decade, the use of food colors in the food industry 

has become increasingly prevalent. More and more artificial 
food colors have been included on the ingredient lists of food 
products in the interest of marketability and consumer attrac-
tion.¹ Moreover, the presence of such food colors negatively 
impacts human health, causing learning disabilities, kidney and 
liver damage, skin rashes, asthma, allergies, sleep disturbance, 
and tumors.² That is why alternatives to artificial food colo-
rants should be sought. 

Natural plant pigments, like anthocyanins and chlorophylls, 
may be used as a substitute for harmful food colors.³ Antho-
cyanins are water-soluble plant pigments in many plants, such 
as berries, beetroot, red cabbage, and purple potato.⁴ They 
are widely known for their health benefits: lowering chances 
of obesity, cardiovascular diseases, and inflammation.³ An-
thocyanins’ molecular structure consists of two benzene rings 
connected to a pyrylium ring.⁴ According to the position of the 
methoxy and hydroxyl group, anthocyanins appear in different 
colors and may be divided into six groups: pelargonidin, cyani-
din, peonidin, delphinidin, petunidin, and malvidin (Figure 1). 

In the presence of an alkaline solution, the polar covalent 
bond between the hydrogen and the oxygen atom may be eas-
ily broken, i.e., the anthocyanins may be deprotonated.⁵ In the 
presence of an acidic solution with a high proton concentration, 
however, anthocyanins may be protonated due to the positive 

charge of the oxygen atom in the pyrylium ring, which is un-
stable and seeks an electron donor.⁵ As a result, anthocyanins’ 
color changes to red, blue, or yellow-greenish, based on the pH 
of the environment they are placed in.⁴

Another vital plant pigment is chlorophyll, which, however, 
is insoluble in water. It enables the absorption of light by the 
plants and, eventually, helps transform the light energy into 
chemical energy, i.e., ATP synthesis, during photosynthesis.⁶ 
Chlorophyll is the most abundant green plant pigment, which 
consists of a porphyrin ring bound to magnesium.⁷ According 
to the side chain of the seventh carbon atom in the second pyr-
role, whether it is a formyl group or a methyl group, two types 
of chlorophyll are distinguished: chlorophyll A and chlorophyll 
B.² (Figure 2)

Chemicals induce changes in the structure of the chlorophyll 
molecule due to the initiation of pheophytinization, epimeriza-
tion, pyrolysis, hydroxylation, or oxidation.⁸ When placed in 
acidic conditions, chlorophyll loses its green color and turns 
greenish-brown due to its transformation into pheophytin.⁹ In 
contrast, when chlorophyll is mixed with alkaline solutions, its 
color changes to bright green due to chlorophyll’s transforma-
tion to chlorophyllin, a water-soluble compound.¹⁰ (Figure 3)

Figure 1: Structure of Anthocyanins.

Figure 2: Structure of Chlorophyll A and Chlorophyll B .
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One of the purposes of this report is to explore chlorophylls 
and anthocyanins’ applicability for food coloring based on 
their solubility. Chlorophylls and anthocyanins are isolated 
through thin-layer chromatography (TLC). This method is 
used to separate and identify different biomolecules with low 
molecular weight.¹¹ Two phases are used in TLC: stationary 
and mobile phase.¹¹ The stationary phase in this experiment 
is the strip of filter paper, on which a mixture of anthocya-
nins and chlorophylls is applied. It is dipped in the so-called 
mobile phase, a mixture of two organic solvents. The mobile 
phase carries the pigments up the filter paper. Depending on 
the solubility of the pigments in the individual components 
of the organic mixture, they travel at different rates up the fil-
ter paper and reach different endpoints.¹² Thus, they separate 
from each other. The higher point a pigment reaches, the more 
soluble in the most mobile component of the solvent it is.¹² 
The ratio between the distance traveled by the pigment and 
the distance traveled by the solvent is called a retention factor, 
Rf.¹² (Figure 4)

Once the solubility of anthocyanins and chlorophyll in or-
ganic mixtures was determined, solvents of different pH were 
used to examine how pH changes the color of the plant pig-
ments. Anthocyanins are anticipated to turn yellow in stronger 
alkaline solutions, blue in weaker alkaline solutions, and red in 
acidic solutions, while chlorophyll is expected to turn bright 
green in alkaline solutions and greenish-brown in acidic solu-
tions.⁹

The report is organized as follows. In section III, the sol-
ubility of chlorophyll and anthocyanins in different organic 
mixtures is determined. In section IV, the change in the color 
of anthocyanins and chlorophyll is examined. In Section V, the 
results obtained in Sections III and IV are used to test the vi-
ability of anthocyanins in food coloring. In Section VI, all the 
data are discussed, and the initial hypothesis is confirmed. In 
section VII, an interdisciplinary connection between Chem-
istry and Biology is made. Section VIII presents a conclusion 

about the entire experiment. In Appendix A, a chromatogram 
of a different stationary phase, silica gel, is presented. 

Research Question: How may the plant pigments (anthocy-
anins and chlorophylls) be used as food colors based on their 
solubility in hydrophilic and hydrophobic solvents, determined 
by thin-layer chromatography, and their color change in solu-
tions of different pH [pH = 0, 2, 3, 10, 11, 14]?

Measurement of the Solubility of Chlorophylls and An-
thocyanins in Mixtures of Organic Solvents:

Materials used: 
A number of materials were used for the determination of 

chlorophylls and anthocyanins’ solubility (Table 1). 

Experimental Procedure:
Step 1: Preparation of plant pigment extracts 
To obtain a chlorophyll extract, 10 g spinach leaves, 10 g 

kale, 10 g celery, and 10 g lettuce leaves were crushed in a 
porcelain mortar. For an easier breakdown of the plants, 15 g 
quartz sand was used. The obtained blend was mixed with 100 
mL of 70% ethanol. 

To extract anthocyanins, 20 g of red cabbage and 20 g of 
beetroot were mixed with 100 mL of water in two separate 
beakers. 

Step 2: Preparation of a mixture of the plant pigments 
In a beaker, 4 mL of the chlorophyll extract and 4 mL of 

each anthocyanins extract were placed. The mixture was stirred 
for a homogenate to be obtained. The purpose is to separate 
the chlorophylls from the anthocyanins using TLC.

Step 3: Applying the plant extracts to strips of f ilter paper 
On six strips of filter paper, at the center, 0.5 cm from the 

bottom of the strip, eight drops of the pigment mixture from 
Step 2 were placed using a capillary tube.

Step 4: Separation of pigments in organic mixtures by TLC 
In five beakers, different combinations of organic solvents 

were poured. Each strip of paper was placed in a beaker. A sep-
aration of the pigments is observed for 10 minutes (Figure 5). 

Figure 3: Chlorophyll’s structural change in different pH.                             

Figure 4: A Chromatography Plate.                             

Table 1: Materials necessary for the conduction of the first part of the 
experiment and their purposes.                             

Figure 5: Separation of chlorophylls from anthocyanins in organic mixtures.                          
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Step 1: Preparation of pigment extract  
To obtain a chlorophyll extract, 10 g spinach leaves, 10 g kale, 

10 g celery, and 10 g lettuce leaves were crushed in a porcelain 
mortar. For an easier breakdown of the plants, 15 g quartz sand 
was used. The obtained mixture was combined with 100 mL 
ethanol. 

To extract anthocyanins, 20 g of red cabbage and 20 g of 
beetroot were mixed with 100 mL of water in two separate 
beakers. 

Step 2: Preparation of solutions in a different range of pH 
1 M hydrochloric acid, citric acid, acetic acid, sodium hy-

drogen carbonate, sodium hypochlorite, and sodium hydroxide 
were prepared (Table 4).

2.1.: Determination of the volume of water necessary to obtain 1 
M solution using a solid sample of acid, base, or salt 

Since citric acid, sodium hydrogen carbonate, and sodium 
hydroxide were solids, the mass of each compound necessary 
to obtain a 50 mL, 1 M solution should be determined. First, 
the necessary number of moles of each compound is given by:

       n= cV     (6)
where V is the volume of the solution (V = 50 mL) and c 

is the required concentration (c = 1 M). Then, the number of 
moles is converted to mass by

     m=nM                  (7)
where M is the molar mass of the compound. Therefore, 

(combining both Eq. (6) and (7)) the required mass is given by:
     m= cMV                                         (8)
Different values of mass m are obtained for the different 

solutions (Table 4). 
2.2.: Determination of the mass of the acid necessary to obtain 1 

M solution using a sample of aqueous acids. 
Sine the hydrochloric acid, acetic acid, and bleach were in an 

aqueous form, the volume of water needed to be added to each 
solution to obtain a 50 mL, 1 M solution was found. For this 
purpose, the percentage concentration of each solution is 

Step 5: Determination of retention factor of anthocyanins and 
chlorophyll 

Finally, the distance traveled by each pigment on the filter 
paper was noted. The data is given in Table 2.

First, the distance traveled by the solvent Δs is determined 
by the formula: 

                                     Δs= sf - si,   (1)
where si is the initial point of the solvent measured at the 

level the filter paper was dipped in the solvent (t= 0 sec), and 
sf is the final point the solvent reached on the filter paper (t= 
10 min). 

Second, the distance traveled by chlorophyll Δc was deter-
mined by the formula:

                                    Δc= cf - ci,   (2)
where ci is the initial point at which the pigments’ mixture 

was applied to the filter paper, and cf is the final point the 
chlorophyll pigment reached (t = 10 min). 

Third, the distance traveled by anthocyanins was deter-
mined by the formula:  

                                    Δa = af - ci,   (3)
where af is the final point anthocyanins reached (t= 10 min). 
In order for the solubility of each pigment in each organic 

mixture to be determined, the retention factor of chlorophylls 
is found by the formula: 

 (4)

where Δc and Δs are given by Eq. (2) and (1), while the re-
tention factor of anthocyanins is:

 (5)

Where Δa and Δs are given in Eq. (3) and (1).
The greater the value of the retention factor of the plant 

pigment is (i.e., the higher the pigment traveled up the strip of 
filter paper), the more soluble the pigment is in the particular 
component of the mixture (Table 2).

Measurement of the Change of the Color of Chlorophyll 
and Anthocyanins in Solutions of Different pH:

Materials used: 
For the conduction of the second part of the experiment, a 

number of materials were used (Table 3). 

Table 2: Determination of retention factor for the chlorophyll and the 
anthocyanins.                             

Table 3: Materials necessary for the conduction of the second part of the 
experiment and their purposes.                             

Table 4: pH of solutions used to test the color change of the pigments.                             
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converted to molar concentration. From the known percentage 
concentration, the mass of the pure compound was found

   (9) 

where wsolution is the percentage concentration of each solu-
tion and msolution=100g. Next, the mass of the compound 
was converted to moles:

   (10) 

where M is the molar mass of the acid. Therefore, (com-
bining both Eq. (9) and (10)) the required number of moles 
is given by:

   (11)

The volume of the solution is found by the formula:
   (12)

where ρsolution is the density of the solution. After the vol-
ume of the solution is obtained, the molar concentration of the 
solution is found by the formula: 

   (13)

Since the molar concentration of the initial solution is 
found, the law of solubility may be applied:

     c₁V₁= c₂V₂                           (14)
where c₁ is the initial concentration of the solution, V₁ is the 

initial volume of the solution, c₂ is the final concentration of 
the solution (c= 1 M), and V₂ is the final volume of the newly 
obtained solution (V₂= 50mL). To find the necessary amount 
of volume needed to obtain a 1M solution, equation (14) was 
transformed into:

   (15)

Different values of volume V1 are obtained for the other 
solutions (Table 4).

2.4.: Determination of pH of the strong acid  
The pH of hydrochloric acid was found by determining the 

concentration of hydroxonium ions in the solution: 
   (16)
 

Since the ratio between the hydrochloric acid and hydrox-
onium ions in the balanced chemical equation is 1:1, then the 
concentration of HCl determines the pH of the solution. More 
precisely, the pH of the solution is determined by the formula:

   (17)

where [H₃O+] is the concentration of H₃O+ in the solution. 
2.4.: Determination of pH of NaOH  
NaOH dissociates irreversibly in water:

   (18) 

Using the concentration of OH-, which is equal to the con-
centration NaOH as seen in Eq. 15, the pOH is determined: 

   (19) 

where [OH-] is the concentration of OH-. The pH of 
NaOH is found using the relationship:

   (20) 

2.5.: Determination of pH of weak acids  
Since citric and acetic acids are weak acids, their dissocia-

tion is reversible, and the above formulas for determining pH 
are not applicable. That is why their pH is determined by the 
formula: 

   (21)

where the coefficient Kª is given in Table 4. 
2.6.: Determination of pH of salts 
Sodium hydrogen carbonate and sodium hypochlorite are 

basic salt products of reactions between the strong base NaOH 
and, respectively, the weak acids, H₂CO₃ and HClO. Their 
pOH is determined by using the formula:

   (22)

where the coefficient Kb is given in Table 4. 
The pH of each of the salts is determined by using Eq. (17).
Step 3: Mixture of plant pigment extracts with solutions of dif-

ferent pH  
The prepared solutions in step 2 were distributed into 18 

test tubes, six containing 5 mL of anthocyanins extract from 
red cabbage, another six containing 4 mL of anthocyanins 
extract from beetroot, and the last six, 4 mL of chlorophyll ex-
tract. 5 mL of 1M acid, base, or salt solution was added to each 
test tube. The changes in the color were recorded (Figure 6). 

Effect of Plant Pigments on the Food Industry:
To test the viability of anthocyanins in food coloring, pink 

lemonade was prepared with anthocyanin extract from red 
cabbage. 100 mL of lemon juice was mixed with 100 mL of 
sparkling water and 50 mL of still water. The mixture was 
stirred. Anthocyanin extract from 30 g red cabbage was pre-
pared in 100 mL of still water. 50 mL of the anthocyanin 
extract was added to the mixture. 20 g of honey was added to 
the lemonade for a sweeter taste.

Moreover, the coloring effect of the red cabbage’s anthocy-
anins was tested on cookies. Two egg whites were mixed with 
2 mL of sweetener. Then 20 mL of anthocyanins extract was 
added. Cookies were made from the dough and baked for 10 
min at 150 °C. The mixture turned greenish-blue due to the 
alkaline environment provided by the egg white (Figure 7). In 

Figure 6: Changes in the color of plants’ pigments as a result of changes in 
the pH.                          
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the interest of consumer attraction, the cookies were filled with 
whipping cream. 

�   Discussion
When the Rf values of anthocyanins and chlorophylls were 

compared, it was concluded that chlorophylls have the highest 
Rfc in the mixture of the solvents: heptane, chloroform, and pe-
troleum ether (Rfc = 0.90), while anthocyanins have the highest 
Rfc in the mixture of ethanol and methanol (Rfa = 0.9) (Table 
2). The results show that chlorophylls have traveled longer dis-
tances in hydrophobic solvents, while the anthocyanins have 
traveled longer distances in hydrophilic solvents. The data can 
be explained by one of the solubility rules that “like dissolves 
like,” since chlorophylls are hydrophilic molecules, while an-
thocyanins are hydrophobic molecules. The obtained results 
from the first part of the experiment show that chlorophylls 
are to be added to hydrophobic solvents since their solubility 
is greater. In contrast, anthocyanins are added to hydrophilic 
solvents. 

Moreover, different colors are produced depending on 
whether the pigments are placed in alkaline or acidic solutions 
(Figure 6). When hydrochloric acid, citric acid, and acetic 
acid are added to chlorophyll, the expected results of green-
ish-brown are produced (Figure 6). The higher the pH of the 
acid, the more saturated the color is. The initial green color 
becomes brighter in the basic salt, NaHCO₃, and even brighter 
in the strong base, NaOH (Figure 6). 

A greater variety of colors is produced in the anthocyanin 
extracts when mixed with solutions of different pH. In acid-
ic solutions, the extracts from red cabbage and beetroot show 
different nuances of red due to the presence of different types 
of anthocyanins in them. The red cabbage appears purple due 
to the predominant amount of cyanidin and peonidin, while 
the beetroot appears red due to a higher amount of pelargo-
nidin.¹³

As the pH increases, the color of the red cabbage extract 
becomes lighter. In weak basic solutions (pH=10), the extract 
becomes bluish, and in highly alkaline solutions (pH =14), the 
color becomes yellowish (Figure 6). However, due to the dif-
ferent types of anthocyanins, beetroot contains, a change from 
red to yellowish is observed when NaOH is added (pH =14). 

The results from the experiment's second part show that 
chlorophylls are appropriate to be used as food colors in ba-
sic solutions for a pleasant bright green color to be obtained. 
Anthocyanin extract from beetroot is to be used in both acid-
ic and basic foods for red food coloring to be observed. The 
red cabbage’s anthocyanins may be used for a wider variety of 
colors since different colors are obtained in acidic and basic 
pH solutions. Yellow food coloring could not be achieved us-
ing anthocyanins since a strong alkaline solution (pH =14) is 
needed; such pH does not exist in food products.  

The addition of NaClO turned not only the chlorophyll 
solution colorless but also the two extracts of anthocyanins. 
The induced may be explained by the bleaching action of the 
atomic oxygenic released during the decomposition of NaClO 
(Eq. 20). 

 (20) 

Due to the hydrophilic properties of the red cabbage an-
thocyanins and their wide color change, an extract from red 
cabbage was used as a food color in the preparation of lem-
onade and cookies. The acidity of the lemonade led to a pink 
color change, which confirmed the results obtained in the sec-
ond part of the experiment that anthocyanins turn red in an 
acidic environment (Figure 6). The basic environment of the 
cookies turned the anthocyanins greenish-blue, which also was 
in excellent agreement with the obtained results in the second 
part of the experiment (Figure 6). Thus, the viability of plant 
pigments as food colors was confirmed. 

The great variety of colors and nuances the pigment produc-
es when placed in different pH may find multiple applications 
in the food industry as a replacement for artificial colors, 
which will be both environmentally friendly and a healthier 
option for the people. 
�   Conclusion 
The rule of solubility (“like dissolves like”) is confirmed 

quite well in the measurements, as seen in the values of Rfc 
and Rfa. In hydrophilic solvents, the polar molecules of antho-
cyanins travel at a higher rate than the less polar molecules of 
chlorophyll and reach a higher endpoint on the filter paper. In 
hydrophobic solvents, the less polar molecules of chlorophyll 
travel faster and reach a higher point. The greater the solubility 
of the pigments in the solvent component, the higher the val-
ues of Rf are. It was proven that hydrophilic molecules dissolve 
in hydrophilic solvents and vice versa. The obtained results in 
Table 2 are essential for the future use of plant pigments in 
food coloring since the viability of the pigments as food colors 
depends on the solubility of the pigment in the food. 

As expected, various colors are produced when bases and 
acids of different pH are used (Figure 6). This allows a great-
er variety of colors to be obtained and the plant pigments to 
be used as food colors. The production of pink lemonade and 
greenish-blue cookies confirmed the hypothesis that plant 
pigments may be used to dye food. 

The future application of plant pigments in the food indus-
try would be essential for environmental protection and would 
open new opportunities for using biomolecules in food.  
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ABSTRACT: With over 200,000 US cases per year, glaucoma is the second most common cause of blindness worldwide. 
Showing no symptoms till the later stages, glaucoma is one of the most challenging conditions to diagnose. Currently, glaucoma 
is diagnosed through a dilated eye exam, which is both inefficient and prone to error. Therefore, this paper proposes a new, 
efficient method to diagnose glaucoma through machine learning. However, machine learning generally requires access to users’ 
biomedical data being stored in the centralized server for training purposes, which creates many concerns regarding security and 
privacy for users. Since the security and privacy of users are essential, especially in a medical environment, the proposed approach 
is a distributed learning method for glaucoma detection in federated learning where data is decentralized. With a dataset of 
nearly 3000 retinal images, the federated learning system displays a detection accuracy of around 88% with an optic disc/optic 
cup segmentation dice score of around 0.987. This system should help to improve the detection accuracy of glaucoma while also 
maintaining user privacy.  
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�   Introduction
Glaucoma is a progressive and chronic eye condition that 

damages the optic nerve, which sends visual information from 
the eye to the brain. This damage is usually associated with el-
evated intraocular pressure (IOP). Due to this, when the optic 
nerve is damaged, this can result in irreversible blindness. This 
eye disease advances very slowly, typically without noticeable 
symptoms in the early stages, making it one of the most chal-
lenging conditions to diagnose. As shown in Figure 1, vision 
loss by glaucoma usually starts with the peripheral vision (side 
views) and then later the central view.¹ Each year, the number 
of patients diagnosed with glaucoma increases daily, becoming 
more of an issue worldwide. As shown in Figure 2, more than 
2.7 million Americans over age 40 have glaucoma, and this 
number is estimated to more than double by 2050.² Currently, the most common way to identify and diagnose 

glaucoma is through a dilated eye exam.³ A dilated eye exam 
is a widespread procedure performed by eye care professionals 
to examine the parts inside the eye. Using eye drops to increase 
the size of a patient´s pupils, the eye doctor can thoroughly 
examine the health of the optic nerve and retina. By observing 
the optic nerve’s shape, color, vessels, and size, the eye doctors 
will make assessments and a final diagnosis.  However, this 
method is prone to errors due to the false readings and inter-
pretations that can be made through the exam process.

Recently, image-based detection through machine learning 
has been popularized as a new efficient way to detect condi-
tions like glaucoma with improved accuracy. For example, 
fundus images are used to look beyond the optic disc and im-

Figure 2: Increasing trend of glaucoma patients.2                           

Figure 1: Vision loss affected by Glaucoma, (a) normal vision, (b) vision loss 
(glaucoma).1                             

ijhighschoolresearch.org



 21 DOI: 10.36838/v6i1.4

age regions outside the optic nerve head to detect glaucoma.⁴ 
An ensemble-based deep learning model for glaucoma diag-
nosis was the method used, which is the first of its kind ever 
developed.⁵ Fundus images were applied not only for the early 
identification of glaucoma but to determine the classification 
of its severity as well. Furthermore, an offline Computer-Aided 
Diagnosis (CAD) system is proposed for glaucoma detection 
using Le-Net architecture for input image validation.⁶ Addi-
tionally, an algorithm is suggested using a convolutional neural 
network (CNN) to diagnose glaucoma through fundus imag-
es.¹,⁷

With machine learning, advancements, and improvements, 
new problems like privacy issues also appear. Machine learn-
ing generally requires access to users´ private and confidential 
data stored in the centralized server for training, creating many 
security concerns. To maintain the privacy of patients’ records, 
this study proposes a federated learning approach where data 
is decentralized and instead performs training in a distributed 
manner. A federated learning system consists of a server and 
several clients. Each client can train the local network using 
its own local data,⁸ not through a server network, with the 
risk of exposing private data. The clients then send the local 
networks, not the local data, to the server. The server can then 
update the global network by aggregating the local networks. 
The federated learning approach often lets clients use low-cost 
devices like cell phones and sensors.⁹ The main contributions 
of this paper are summarized as follows:

• A federated learning model is proposed to detect glaucoma 
accurately while preserving data privacy.

• UNet model is implemented for the segmentation of op-
tic disc and optic cup, by which the optic cup to disc ratio is 
calculated.

• Numerous simulations are performed with multiple fundus 
images for training the UNet-based federated learning, which 
results in a detection accuracy of 88% and a segmentation of 
98.7%.

�   Clinical Diagnosis Method of Glaucoma
One method to diagnose a patient with glaucoma is to look 

at the optic cup-to-disc ratio in a fundus image. To date, glau-
coma is clinically diagnosed using slit-lamp biomicroscopy, 
where an ophthalmologist often dilates the patient’s pupils. A 

dilated eye exam is the best and only method to check for eye 
diseases in the early stages. But, since this method totally relies 
on clinical expertise, there is quite a high possibility of misdi-
agnosis and high inter-examiner variability.⁶

As shown in Figure 3, pupil dilation is performed to pur-
posefully increase the size of the pupils during an eye exam so 
that the eye doctor can thoroughly examine the health of the 
optic nerve and retina. The exam is critical to preventing and 
treating eye conditions that could lead to vision loss. With a 
dilated pupil, more light is being passed through your eyes, 
allowing medical professionals to see much more of the retina, 
which helps diagnose glaucoma through a dilated eye exam.
The exam includes:

• A visual acuity test
• A visual field test
• An eye muscle function test
• A pupil response test
• A tonometry test
• Dilation
Technologies such as automated perimetry, tonometry, 

and optical coherence tomography (OCT) come with a few 
drawbacks, the most important of which is the risk of misin-
terpreting the data due to false positives and false negatives. 
It is reported that false positive reading for glaucoma patients 
ranges from 29% to 68%.¹⁰ Differentiating glaucomatous 
from non-glaucomatous neuropathy can be a difficult task in 
clinical practice, even for experienced professionals. Although 
glaucoma is the leading cause of disc cupping, 20% of the pa-
tients can be misdiagnosed.¹¹

Figure 4 illustrates the retinal image of a normal patient and 
that of a patient with glaucoma.¹² Detection of glaucoma is 
estimated based on CDR, which is defined as

Note that the glaucomatous eye generally shows a large 
value of CDR (>= 0.5). The image with glaucoma shows an 
increased optic cup (OC) compared to the optic disc (OD), 
which results in a large optic cup-to-disc ratio (CDR). The 
optic cup is increased due to glaucoma; thus, calculating the 
optic cup and disc ratio from retinal images can provide a sim-
ple and easy detection method, which machine learning can 
perform exceptionally well with high accuracy.

Figure 3: Dilated eye exam test.3                             

Figure 4: Retinal images with and without glaucoma, where the arrows 
show optic cup, (a) normal optic nerve head, and (b) glaucomatous cupping. 
The increased optic cup is due to glaucoma.12                             
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Existing Diagnosis Methods Using Machine Learning
Diagnosis using Machine Learning Methods
Over the past years, machine learning has been widely ap-

plied to various aspects of ophthalmology, in which glaucoma 
is one of the most popular. Using fundus images, many re-
searchers have developed algorithms to distinguish glaucoma 
from normal eyes.¹³

A machine learning framework is presented in which three 
convolutional network architectures are used for glaucoma de-
tection.⁴ VGGNet-16, ResNet-50, and GoogLeNet trained 
on the ImageNet dataset are tested with fundus images for 
glaucoma detection. The U-Net model is used for the machine 
learning algorithm to perform segmentation of optic disc and 
optic cup in retinal images, from which the cup-to-disc ratio is 
calculated and used for the detection.⁵

Segmentation:
The optic cup and disc must be identified and segmented 

from fundus retinal images to calculate CDR.⁷ Figure 5 il-
lustrates retinal images of the normal eye and glaucomatous 
eye.¹⁴ The optic cup is the bright central portion inside the 
optic disk. The optic disk is the region where blood vessels 
and nerve fibers enter the retina surrounding the optic cup. It 
also depicts the segmented optic cup and the optic disc, where 
the glaucomatous eye shows a more considerable CDR value 
than the normal eye. U-Net, shown in Figure 6, is a popular 
machine-learning network model for segmentation.

U-Net:
U-Net is an architecture for semantic segmentation. As 

shown in Figure 6, it consists of a contracting path and an 
expansive path. The contracting path follows the typical ar-
chitecture with repeated 3x3 convolutions and max pooling 
operations with stride 2 for downsampling. Each downs

Figure 5: Segmentation of optic cup and optic disc. (a) normal eye, (b) 
glaucomatous eye.14                             

Figure 6: U-Net machine learning network for segmentation.                             

operations with stride 2 for downsampling. Each downsam-
pling step doubles the number of feature channels. Every step 
in the expansive path performs an upsampling of the feature 
map followed by a convolution that halves the number of fea-
ture channels.

Issues of Conventional Machine Learning-based Detec-
tion Methods:

Conventional machine learning methods, regardless of 
network models used, are centralized computational models, 
which means that the datasets are stored at the central ma-
chine learning server where training and evaluation are done. 
This centralized model provides excellent performance due to 
a large volume of datasets directly available at the server for 
training. 

However, this centralized model may not be possible for 
medical applications since medical images possess personal in-
formation, so privacy concerns exist. Due to this privacy issue, 
it may need help to collect many datasets for training machine 
learning networks easily. In addition, the number of medical 
images available at a single clinical facility may be limited since 
the datasets are only obtained by patients. Due to these rea-
sons, a distributed learning method is desirable for medical 
applications, such as glaucoma detection.

Proposed Diagnosis Methods Using Federated Learning
Federated Learning:
Google introduced federated learning in 2016 when the 

misuse of personal data was gaining global attention. Figure 
7 depicts federated learning architecture.¹⁵ Federated learning 
is a distributed learning that consists of a server and sever-
al clients. Each client has its own dataset (local data), so the 
server does not need the dataset for training.¹⁰,¹⁶,¹⁷ Aledhari et 
al. demonstrate using a federated learning system within the 
healthcare sector.¹⁸ Another use for federated learning is an 
anomaly detection system to detect various IoT devices.¹⁹

The server first sends a deep-learning network model to all 
the clients. The network at the server is called a global net-
work, and the network at each client is a local network. Each 
client (i.e., a clinic) uses its local data (medical images) to train 
its local network. Once all the clients have trained using their 

Figure 7: Federated learning architecture                             
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Fundus Image Dataset:
This study uses publicly available fundus image datasets 

at Kaggle.com.²⁰ Fundus retinal images and OD/OC masks 
from ORIGA, REFUGE, and G1020 datasets, with 2,870 
high-resolution retinal images available.¹¹ These images are 
split into 90% of the dataset for training and 10% for testing.

Simulations and Implementation:
An extensive number of simulations are performed to evalu-

ate the performance of the federated learning-based classifier. 
For a development environment, Jupyter Lab and Anacon-
da tools are used on an Intel Core (TM) i7-1165G7 CPU 
@ 2.80GHz accelerated by GPU Nvidia RTX 3090. A cloud 
GPU server, Google Colab, was also utilized. Training the 
model with a large dataset during implementation requires 
considerable time for an ordinary CPU to execute. Therefore, 
a GPU is commonly used to build and run the model to save a 
significant amount of time.

A federated learning simulation is implemented using Ten-
sorflow 2.0 and Python 3. U-Net is built under the Jupyter lab 
environment for local and server networks. The dataset is split 
into 90% of the dataset as a training dataset and the remaining 
10% as the test dataset. A loss function is used in the net-
work to calculate the loss, where the network is always trained 
to minimize the loss. There was also a validation procedure 
to avoid overfitting while training. In the federated learning 
system considered in this paper, ten clients are created where 
the images are divided equally among each client, and a local 
network is trained using its own local dataset.

Performance Analysis
Detection Accuracy:
The performance of the proposed detection method is eval-

uated by two metrics. Detection accuracy is calculated by the 
proposed federated learning using the test datasets. Figure 9 
illustrates a confusion matrix with a detection accuracy of 88%. 
The accuracy is calculated by the number of true positives and 
true negatives out of all the test datasets.

Since glaucoma detection is calculated using CDR, optic 
cup and disc segmentation performance is even more im-
portant. Generally, segmentation performance is evaluated by 
either the intersection of union (IoU) or Dice score. In this 
study, we use dice scores as the performance metric for seg-
mentation. As shown in Table 1, after 300 epochs of training, 

own local data, the local networks are sent back to the server, 
where all the local networks are aggregated to update the glob-
al network. Then, the updated global network is again sent to 
the clients and copied to the local network. The clients per-
form further training to update their local network using their 
own dataset. This collaborative process using iteration contin-
ues as long as it goes until the model is fully trained. The more 
iterations, the better performance it may achieve.

This paper’s model assumes that the communication be-
tween the server and clients is perfect, with no errors. In the 
real world, however, a transmission between a client and the 
server can be expensive and unstable, making it prone to errors. 
The impact of such erroneous communications on perfor-
mance is difficult to analyze and is an active ongoing research 
area. The dataset is distributed randomly over the clients, each 
with similar amounts of samples.

Procedure of Glaucoma Detection Using Federated 
Learning:

Figure 8 shows the process of the proposed glaucoma de-
tection method using federated learning. First, fundus retinal 
images are downloaded, and pre-processing of those images 
is done. Pre-processing aims to resize or crop the images to 
focus on the region of interest. The next step is to implement a 
federated learning model, in which the U-Net network model 
for a server and the clients are built. We used ten clients in our 
simulation. Once the network model is implemented, train-
ing is performed, where 300 iterations (epochs) are executed. 
Then, we analyze the detection accuracy as well as segmenta-
tion performance.

Figure 8: The procedure of glaucoma detection using federated learning.                             

Figure 9: Glaucoma detection accuracy.                             

Table 1: Segmentation performance is shown by dice score.                             
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U-Net-based federated learning gives a dice score of 0.9873 
for both optic cup and optic disc segmentation, which means 
the optic cup and optic disc are segmented with 98.7% accu-
rately from retinal images on average.
�   Conclusion
Glaucoma detection using federated learning is imple-

mented and simulated in this paper. Compared to the clinical 
glaucoma detection method, this method is simple, easy, and 
more accurate. In addition, unlike the other machine learning 
methods for glaucoma detection, this method uses federated 
learning to circumvent privacy concerns of medical imag-
es shared at the central server for training. With a dataset of 
2,870 fundus images, the system gives an overall detection 
accuracy of 88% and a dice score of 0.987 for segmentation 
performance. This new method to detect glaucoma will hope-
fully help doctors in their diagnosis while also helping patients 
by making it more accessible and less prone to errors.
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ABSTRACT: This paper investigates the effects of different types of adsorbents on the removal of methylene blue dye. Three 
adsorbent types that will be utilized in this research are black tea, rice husk, and eggshells. Adsorption is the process of removing 
a substance called adsorbate in any physical state by adhering to the surface of another material called an adsorbent. In this paper, 
the adsorbate is a methylene blue dye stock solution with a concentration of 0.030 g L-¹. To evaluate the effectiveness of the 
adsorbents their adsorption capacities and removal efficiencies will be computed using Beer-Lamber Law and the absorbance 
data obtained from a UV-Vis spectrophotometer as the analytical method. It has been concluded that the most effective adsorbent 
among the three was rice husk, and the least efficient was eggshell powders. Ultimately, possible extensions to enlarge the spectrum 
of the research were proposed.  

KEYWORDS: Chemistry; Environmental Chemistry; Adsorption; Removal Efficiency; Methylene Blue Dye.

�   Introduction
In alignment with the rapid development of technology 

and society, industrial wastes have been considerably increas-
ing in size and type. There are numerous kinds of industrial 
waste, such as concrete, depending on the processes and raw 
materials utilized in the industry. One of them, which affects 
the environment exceedingly, is synthetic dyes. Synthetic dyes 
have been commonly used in the textile industry since 1856, 
after their discovery by William Henry Perkin.¹ Although syn-
thetic dyes contribute immensely to the success of sales in the 
fashion, textile, and cosmetics industries, waste synthetic dyes 
root for over 20% of the pollution of water resources globally.² 
Each year, over 140,000 tons of non-treated dyes have been 
discharged into water.³ Methylene blue is one of these synthet-
ic dyes, which is preponderantly applied in textile and many 
other industries. 

Methylene blue (see Figure 1) is a cationic dye that can be 
dissociated into positively charged ions in aqueous environ-
ments.⁴ Its chemical formula is C₁₆H₁₈ClN₃S and its scientific 
name is 7-(Dimethylamino) phenothiazin-3-ylidene-dimeth-
ylazanium chloride.⁴ Because it contains the N group as an 
azo group, it is also considered an azo dye. It has carcinogenic 
properties. Even though its name suggests otherwise, meth-
ylene blue has a dark green appearance. Methylene blue is 
usually utilized in paper coloring as biological stains and dying 
cotton.⁵   

To decrease the detrimental effects of waste synthetic dyes, 
specific methods are used for water treatment: coagulation, 
chemical oxidation, flocculation, and precipitation. However, 
these procedures are costly, or their adsorbents create problems 
such as regeneration, which is why sometimes they are not 
favored. An economical and efficient alternative practice for 
water purification is adsorption. Adsorption is the adhesion of 
ions or molecules from a substance, an adsorbate, which could 
be a solid, liquid, or gas onto the surface of another material, 
which is called an adsorbent.⁷ Adsorption can be chemical or 
physical. In chemical adsorption, a chemical bond between the 
adsorbate and the adsorbent is formed whereas, in physical ad-
sorption, which will be the case in this research, there are weak 
Van der Waal forces between those two.⁸ Synthetic and natural 
adsorbents could be utilized in adsorption to remove particles 
from water. However, natural adsorbents are more beneficial 
because they are biodegradable wastes and can be recycled. 
Therefore, their utilization is safe for the environment. Some 
examples of low-cost adsorbents are tea wastes, eggshells, rice 
husks, moringa seeds, lemon seeds, orange peels, palm seeds, 
and papaya seeds. 

This study will utilize powdered black tea waste, eggshell 
powder, and rice husk because of their prevalent consumption 
in Turkey. Their efficiency will be compared using spectropho-
tometry. A spectrophotometer is an instrument that measures 
the quantity and intensity of UV light absorbed by a substance 
at different wavelengths of visible light. “This instrument 
consists of a source that emits all wavelengths of light in the 
visible region (wavelengths of ~400 to 700 nm).”⁹ This tool 
is designed based on a principle, Beer’s Lambert Law, which 
states that the concentration of a solute is proportional to the 
absorbance as mentioned in Encyclopedia of Spectroscopy and 
Spectrometry by Alison Gilchrist and Jim Nobbs.¹⁰ In this ex-Figure 1: Chemical structure of methylene blue.6                          
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periment, this law will be applied to the measurements of the 
UV-VIS spectrophotometer. 

Although there are recent studies on removing dyes from 
water, primarily the impact of time, pH, adsorbent dosage, 
and initial methylene blue dye concentration are measured, 
meaning that the comparison of different adsorbent types is 
rarely found. Thus, in this study three adsorbents, black tea, 
rice husk, and eggshells, that were not studied together were 
chosen. Additionally, most of the research papers only present 
the results. Few research papers explain the chemistry behind 
the adsorption of materials, specifically referring to the struc-
ture of the adsorbents. The explanations, if there are any, are 
generally superficial. Therefore, this research paper aims to 
determine the influence of the nature of adsorbents on the re-
moval of methylene blue dye from the water. Primarily, the 
research question will be given in this research paper. After 
that, materials and methods will be presented. In this section, 
materials and chemicals will be respectively listed. Afterward, 
how the adsorbents and adsorbate were prepared will be de-
scribed. Finally, the analytical method will be explained, and 
the molar absorptivity value, which is essential for calculations 
in the results section, will be computed. Following materials 
and methods, results will be provided through step-by-step 
mathematical calculations and explanations. Tables will also 
be displayed to give a clearer understanding of the processes. 
Then, the results will be discussed. The chemistry behind re-
moving methylene blue dye, specifically black tea, rice husk, 
and eggshells will be elucidated while endeavoring to explain 
the difference between their removal capabilities. The paper 
will be concluded with the limitations and possible extensions 
of this research. 

Research Question:
How does the type of adsorbent (black tea, rice husk, and 

eggshell) affect the removal of solid methylene blue dye (0.030 
g L-1) from 100.0 mL of distilled water measured by spec-
trophotometry under constant pH (7.00), room temperature 
(25.0°C), and adsorbent dosage (1.000 g) for 120 minutes?
�   Methods
Chemicals:
• 0.030 g Methylene Blue Dye (C₁₆H₁₈ClN₃S) (s) (± 0.001 

g)
Preparation of Adsorbents:
Eggshells and black tea bags were collected in the household 

for three months. Rice husks (1 kg) were bought from a nearby 
shop. After the collection was complete, the tea bags were cut, 
and the bags were separated from black tea particles. Black 
tea particles were put in a 250.0 mL Erlenmeyer flask. Later, 
200.0 mL of distilled water was added to the flask. The flask 
was swirled for several minutes. Rice husks were prepared us-
ing the same process after being put in a 250.0 mL Erlenmeyer 
flask. In addition, a 500 mL bowl was filled with distilled water 
to prepare the eggshells. After that, the eggshells were sub-
merged in the bowl for several minutes and then taken outside 
of the bowl.  After all the materials (black tea, rice husk, and 
eggshells) were washed, they were left to dry at 95°C for 16 h 
in a laboratory oven. When they were all dry, particles were 
collected in a 50 mL Florence flask.  

Preparation of Adsorbate:
This experiment selected Methylene Blue as an adsorbate 

due to its strong adsorption ability onto adsorbents. Using a 
volumetric flask, the stock solution was prepared by dissolving 
0.030 g of methylene blue dye in 1 liter of distilled water. Thus, 
0.030 g L-¹ of the methylene blue stock solution was obtained. 

Analytical Method:
The investigation was conducted by using the UV-Vis spec-

trophotometer. The adsorption capacity, which is the amount 
of adsorbate taken up by the adsorbent per unit mass or vol-
ume of the adsorbent, and removal efficiency, which is the 
percentage the adsorbent removes an adsorbate, will be com-
puted to measure the removal of methylene blue dye.¹¹ While 
performing these calculations, the number of decimal places 
will be written without rounding to increase the results’ ac-
curacy and precision, which will be rounded at the very end. 
To be able to utilize the data obtained from the spectropho-
tometer in the equations for adsorption capacity and removal 
efficiency, first, the molar absorptivity must be determined us-
ing the Beer-Lambert Law, which states:⁹

  A = ε ∙ l ∙ c (Eq. 1) 
where A = absorbance (no units), ε = Molar Absorptivity (L 

mol -¹ cm-¹), l = Path Length (cm), 
c = concentration (mol L-¹).
The molar absorptivity will be found by substituting A, l, 

and c values into Eq. 1. The sample solution that was used to 
calculate the molar absorptivity had a concentration of 0.030 g 
L-¹. Since the units are not compatible with Eq. 1, the equiv-
alence of the value was found in mol L-¹. The molar mass of 
methylene blue (C₁₆H₁₈ClN₃S) was calculated:

(16 ⋅ 12.011) + (18 ⋅ 1.00797) + 35.453 + (3 ⋅ 14.0067) + 
32.07 = 319.85256 g mol-¹

Using the formula for calculating the number of moles, 
which is

0.030 g L-¹ = 9.379321522 ⋅ 10-5 mol L-¹

After that, the path length, which is the width of a cuvette, 
was measured as 1.00 cm using a ruler with an uncertainty of 
± 0.05 cm. Subsequently, the highest absorbance of the sample 
was measured as 0.887 at 642.40 nm with the UV-Vis spec-
trophotometer. Although there were absorbance values higher 
than this value, they were all greater than 1.000, which de-
creases the precision and accuracy of the absorbance since it 
indicates that the sample was highly concentrated. Using all 
these values, 

0.887 = ε ∙ 1.00 cm ∙ 9.379321522 10-⁵ mol L-¹ 
Thus, 
ε = 9456.974024 L mol-¹ cm-¹
Because this is a constant value for the dye at this (642.40 

nm) wavelength, it will be utilized in every adsorbent capacity 
equation in the Results section of this research paper.
�   Results and Discussion
Effect of Powdered Black Tea on Dye Adsorption:
The absorbance values determined using the UV-Vis spec-

trophotometer can be seen in Table 1. Normally, for each 
adsorbent, five trials were carried out. However, when the ab-
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sorbance values obtained were evaluated, the absorbance value 
found in Trial 1 was considerably distinguishable from those 
obtained in other trials. Therefore, an additional trial was per-
formed. Since the value found was close to the values of other 
trials, Trial 1 will be considered an outlier in this experiment.

An average of 5 trials was taken and the average absorbance 
was found to be

   (0.147 + 0.132 + 0.145 + 0.158 + 0.164) ÷ 5 = 0.1492
This value is substituted in Eq. 1: 
0.1492 = 9456.974024 L mol -¹ cm-¹ ∙ 1.00 cm ∙ cfinal
Hence, the final concentration of methylene blue in 100.0 

mL sample is computed as 
 cfinal = 1.57767167 ∙10-⁵ mol L-¹ (Eq. 2)
The final concentration will be used in the calculation of 

adsorption capacity of powdered black tea waste. The equation 
for adsorption capacity (q) is

(Eq. 3)

where the unit for cfinal and cinitial is mg L-¹, madsorbent = mass 
of adsorbent (g), and 

  V= volume (L)
In this equation, q is found in terms of mg g-¹. Therefore, 

the final concentration computed in Eq. 2 should be converted 
into mg L-¹:

1.57767167 ∙ 10-⁵ mol L-¹∙ 319.85256 g mol -¹ ∙ 1000 = 
5.0546223225 mg L-¹

The initial concentration was 0.030 g L-¹, which is equal to 
30 mg L-¹. Substituting related values into Eq.3, 

This signifies that for unit mass (1 g) of adsorbent (pow-
dered black tea), approximately 2.5 mg of the adsorbate (solid 
methylene blue dye) is adsorbed. For this to be more under-
standable removal efficiency is preferred to be computed. The 
equation is

(Eq. 4)

Where the unit for cfinal and cinitial is mg L-¹
Thus, the removal efficiency for powdered black tea waste 

is calculated as 

Effect of Rice Husk on Dye Adsorption:
The absorbance values obtained from the UV-Vis spectro-

photometer can be seen in Table 2. 

Table 1: The absorbance of powdered black tea for each trial.                             

An average of 5 trials was calculated, and the average absor-
bance was found to be
     (0.020 + 0.023 + 0.025 + 0.028 + 0.027) ÷ 5 ≈ 0.0246

Then, to find the final concentration, this value is substitut-
ed in Eq. 1: 
      0.0246=  9456.974024 L mol -¹ cm-¹ ∙ 1.00 cm ∙cfinal

Thus, the final concentration of methylene blue in 100.0 
mL sample is calculated as 
       cfinal ≈ 2.601254898 ∙10-⁶ mol L-¹

Subsequently, the adsorption capacity of rice husk will be 
determined. Firstly, the value found in the previous step is con-
verted to mg L-¹:
2.601254898 10-⁶ mol L-¹ ∙ 319.85256 g mol -¹ ∙ 1000 ≈ 
8.32018038 ∙ 10-¹  mg L-¹  

Utilizing the initial concentration as 30 mg L-¹ and Eq. 3, 

This indicates that for a unit mass of adsorbent (rice husk), 
approximately 2.9 mg of the adsorbate (solid methylene blue 
dye) is adsorbed. 

After the adsorption capacity was identified, the removal ef-
ficiency of rice husk is calculated using Eq. 4 as 

Effect of Eggshell Powders on Dye Adsorption:
The absorbance values obtained from the UV-Vis spectro-

photometer can be seen in Table 3. 

An average of 5 trials was taken and the average absorbance 
was found to be

     (0.199 + 0.196 + 0.197 + 0.196 + 0.197) ÷ 5 = 0.197
Now, this value is substituted in Eq. 1: 
0.197 =  9456.974024 L mol -¹ cm-¹  ∙ 1.00 cm ∙cfinal
The final concentration of methylene blue in 100.0 mL 

sample is therefore computed as 
cfinal= 2.08311876 ∙10-⁵ mol L-¹
Following this, the adsorption capacity of eggshell powders 

will be computed. The value found in the previous step is con-
verted to mg L-¹:

2.08311876 ∙ 10-⁵ mol L-¹ ∙ 319.85256 g mol -¹ ∙ 1000 ≈ 
6.662908682 mg L-¹   

Making use of Eq. 3 and considering the initial concentra-
tion as 30 mg L-¹, 

This suggests that for a unit mass of adsorbent (eggshell 
powders), approximately 2.3 mg of the adsorbate (solid 
methylene blue dye) is adsorbed. As a final step, the removal 
efficiency of the adsorbent is computed utilizing Eq. 4:

Table 2: The absorbance of rice husk for each trial.                             

Table 3: The absorbance of powdered black tea for each trial.                             
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On the other hand, eggshells contain CaCO₃ as a crucial 
component in their structure.¹⁷ Methylene blue is a cationic 
dye that contains tertiary amine groups, meaning that three 
radical groups are bound to the nitrogen atom in the amine 
group of the dye.¹⁷ The tertiary amine group binds the Ca²+ 
ion of the CaCO₃ in the structure of eggshell powders.¹⁷ 
However, quaternary amine groups that always have a posi-
tive charge are included in the chemical structure of methylene 
blue dye.¹⁷ The positively charged amine group repels the Ca²+ 
ion of CaCO₃.¹⁷ The repulsion decreases the strength of the 
electrostatic attraction between Ca²+ and methylene blue. This 
results in a decline in dye adsorption, as demonstrated in Table 
3, smaller adsorption capacity, and removal efficiency of egg-
shell powders, parallel to the results obtained in this research 
paper.      

Another possible explanation for the difference in adsorp-
tion capacity and removal efficiency between rice husk, black 
tea powders, and eggshell powders could be related to a major 
limitation of this experiment conducted, which is the surface 
area of the three adsorbents. Even though adsorbents were 
ground with mortar and pestle or even cut by scissors to min-
imize the large difference between the surface areas of each 
adsorbent, it was inevitable to have some differentiation. The 
difference in the surface areas of powdered black tea and egg-
shell powders was very subtle; meanwhile, the rice husk and 
the other two adsorbents were larger. Since the surface area of 
the rice husk was wider, the possibility of rice husk and meth-
ylene blue particles colliding was somewhat higher. This might 
explain the larger difference between the removal efficiency 
percentage of rice husk and black tea powders when compared 
to the difference in the removal efficiency percentage of black 
tea and eggshell powders.    
�   Conclusion
This research aimed to investigate the effects of powdered 

black tea, rice husk, and eggshell powders on the removal of 
methylene blue dye from water. With this regard, the prepa-
ration of the adsorbents and the adsorbates were delineated; 
the analytical method, which was the usage of UV-Vis Spec-
trophotometer data in Beer-Lambert Law, was explained; the 
calculations for finding the adsorption capacity and removal 
efficiency for each adsorbent were performed, and the results 
were discussed and compared. Accordingly, a conclusion was 
reached: the most efficient adsorbent is rice husk, and the 
least effective adsorbent is eggshells among the three adsor-
bents.  

In conclusion, this research could be further developed by 
enlarging its scope. In the future, more types of adsorbents 

�   Discussion of the Results
From the adsorption capacity results and the percentages for 

removal efficiency, it can be concluded that the most effec-
tive adsorbent is rice husk, and the least efficient adsorbent 
is powdered eggshells. Although the distinction between the 
efficiency is more subtle in the adsorption capacity values, the 
removal efficiency was calculated to interpret this difference 
that might seem insignificant. 

Both rice husk and black tea have cellulose in their composi-
tion. Since cellulose contains a vast number of hydroxyl groups 
in its structure, materials composed of cellulose as well as cel-
lulose itself can be potentially utilized to adsorb materials.³ 
The hydroxyl groups in cellulose can form strong Hydrogen 
bonds with the amine groups or other nitrogen atoms present 
in the structure of methylene blue as can be seen in Figure 2. 

Nonetheless, the percentage of cellulose is not equal in rice 
husk and black tea: nearly 50% of rice husk comprises cel-
lulose whereas cellulose makes up only 20% of black tea.¹³,¹⁴ 
Moreover, rice husk contains 25% to 30% lignin and 15% to 
20% hemicellulose.¹³ Lignin and hemicellulose contain hy-
droxyl groups, as shown in Figures 3 and 4, which also assist 
the formation of hydrogen bonds with the nitrogen atoms in 
methylene blue. This leads to the conclusion that there is al-
most four times more possibility that methylene blue particles 
can adhere to the hydroxyl groups of rice husk when com-
pared to those of black tea, supporting the difference in the 
absorbance values depicted in Tables 1 and 2 as well as the 
conclusion that rice husk is more effective than black tea.  

Figure 2: Hydrogen bonding between hydroxyl groups of cellulose and 
nitrogen atoms in methylene blue.12                            

Figure 3: Chemical structure of lignin.15                          

Figure 4: Chemical structure of hemicellulose.16                          

ijhighschoolresearch.org



 29 DOI: 10.36838/v6i1.5

could be investigated; the effect of pressure – apart from the 
variables measured in many scientific studies, such as time, pH, 
temperature, adsorbent or adsorbate dosage – could be mea-
sured, or even the behavior of adsorbents, when put in filthy 
seawater, could be searched with the new advancements in 
technology and artificial intelligence.  
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ABSTRACT: Post-traumatic stress disorder, or PTSD, is a severe mental condition a person can develop after experiencing or 
witnessing a traumatic event. It may have long-term psychological effects as well as reduced work performance. Compared to the 
general population, emergency medical technicians (EMTs) responsible for arriving on the scene to treat and transport medical 
patients in emergencies experience a higher prevalence of PTSD. However, in existing publications on PTSD among EMTs, there 
is a lack of research on PTSD among specifically female EMTs. To fill the gap, this study examined the prevalence of PTSD and 
its determining factors in female EMTs compared to their male co-workers working in New Jersey. Overall, this study found that 
27% of respondents met PTSD criteria, while the prevalence of PTSD among male and female EMTs was similar. However, 
among the determining factors analyzed, the married women EMTs who took on statistically more family duty responsibilities 
also showed higher PTSD severities than married men. The discovery of this clear correlation between family duties and PTSD 
offers enlightenment for relevant agencies in providing support for EMTs. 

KEYWORDS: Behavioral and Social Sciences, Post-traumatic stress disorder (PTSD); emergency medical technician (EMT); 
determining factors; comparison; gender.

�   Introduction
Post-traumatic stress disorder, or PTSD, is a mental con-

dition that an individual could develop after experiencing or 
witnessing a disturbing event.¹ Such events are common en-
counters for emergency medical technicians (EMTs) who treat 
and transport medical patients. Their experiences range from 
superficial lacerations and bone fractures to horrific car crashes 
and homicides. Other triggering factors for PTSD in EMTs 
include stressful conditions like low pay and long working 
hours; the average income for EMTs is 30% less than that of 
other working Americans.² PTSD can lead to severe anxiety, 
trouble sleeping, sudden changes in character, and even suicidal 
thoughts,¹ significantly affecting an individual’s social and oc-
cupational life.³ In a professional setting, PTSD has been linked 
to reduced work performance and impaired decision-making,⁴ 
with displayed symptoms including high levels of acute stress, 
intense and unpleasant reactions when faced with high acuity 
situations, “performance deficits on complex cognitive tasks, 
verbal memory impairment and heightened assessment of 
risk”.⁵ This means that EMTs impacted by PTSD may not be 
able to fully concentrate on their work, putting themselves and 
their patients at risk. This risk is even more alarming with the 
knowledge that the rate of PTSD among EMTs ranges from 
11% to 35%,³ much higher than 6% for the general population 
developing PTSD at some point in their life.⁶ All these studies 
and statistics have demonstrated the profound need for inves-
tigating, understanding, and mitigating PTSD among EMTs.

To study PTSD among EMTs, a comprehensive evaluation 
of PTSD-determining factors is important for a non-biased 

and in-depth understanding. However, in existing literature, 
there is an evident lack of research on female EMTs and how 
they differ from their male counterparts. One such illustration 
is a study by Khazaei et al., in which 259 participants surveyed 
were all male, leading the authors to admit in their limitations 
section that the study may have been gender biased.³ This ex-
clusion of female EMTs in research is not an isolated case but 
a general trend. After analyzing twelve articles, Alghamdi rec-
ognized this gap in his literature review.⁴

In a limited number of studies that included female respon-
dents, it was disappointing that no attempts had been made to 
determine the correlation between gender and PTSD severity. 
For instance, Russ surveyed an EMT population with a male-
to-female ratio of 224:79 but failed to analyze if there was any 
difference in PTSD prevalence between them.⁷ Ntatamala & 
Adams determined that 35% of females and 27% of males in-
cluded in their study had PTSD. Still, similarly, they did not 
attempt to investigate the reason for the gender contrast.⁸ An-
other example is Olff ’s study, where women were determined 
to have a two to three times higher risk of developing PTSD 
than men.⁹ Among all the studies, none of the authors sepa-
rated the genders to examine them individually or to evaluate 
what PTSD-determining factors are most significant for each. 
This gap exists even though 39.1% of over 175,000 EMTs cur-
rently employed in the United States are women.¹⁰

The presumption that men and women react similarly to 
various situations is not a legitimate reason to ignore these 
current research gaps. In reality, women biologically respond 
differently to stress and exhibit different PTSD symptoms 
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than men.¹¹ This is illustrated when male and female rats were 
exposed to single prolonged stress (SPS) in a study by Pooley 
et al.¹¹ SPS is a model of PTSD that involves exposing the 
rats to several successive stressful situations, including a forced 
swim experience and a brief loss of consciousness after expo-
sure to a chemical compound of ether. Males showed higher 
acoustic startle response (ASR) or enhanced muscular activity 
produced reflexively in response to the stimulus, replicating a 
well-established effect of SPS. On the contrary, female rats 
showed no changes in ASR. A similar trend has been observed 
in humans as well. “More than half of women with PTSD do 
not show the male-typical increase in negative feedback con-
trol of the HPA axis.

Similarly, women with PTSD are less likely to show en-
hanced ASR, and in some cases, show diminished startle”.¹¹ 
These findings indicate that female EMTs may not show as 
many visible PTSD signs as men. However, this silence does 
not translate to more resilience in women to PTSD. Instead, 
this silence may exacerbate the problem, resulting in women 
being overlooked and not receiving the necessary care.

In addition to physical differences, all the articles in this lit-
erature review have ignored the fact that, albeit the roles of 
men and women have become more equitable over the last few 
decades, they are still fundamentally dissimilar even today. For 
example, women’s roles often include more family obligations 
than men, such as caregiving for children and elderly parents, 
all on top of their regular jobs.¹² According to a Gallup poll 
conducted in 2019, women are more likely to do the laundry, 
prepare meals, and care for children daily in a household com-
pared to men.¹³ Considering that these added responsibilities 
could induce more stress in women, they are included in this 
study to help identify the determining factors responsible for 
the gender difference in PTSD of EMTs.

Due to the lack of analysis regarding PTSD-determining 
factors for female EMTs specifically, this study aims to tack-
le this research gap by answering the question: How does the 
prevalence of PTSD and its determining factors in female EMTs 
compare to their male co-workers working in New Jersey?

By generating conclusions about how gender impacts PTSD 
rates differently, this study hopes to help inform legislators 
and healthcare providers about how to assist EMTs best and if 
gender should play a factor in their decisions. Such assistance 
may include government support to address the issues arising 
from gender variations, especially considering donations fully 
fund some stations. In general, resources for EMTs are not 
readily available. In some states, emergency medical services 
(EMS) are not considered essential, so taxpayer dollars do not 
necessarily support them.¹⁴ This lack of resources may explain 
why Spitzer found that “only 55% of respondents had ever re-
ceived any information or education about PTSD, and only 
13% of respondents sought treatment for their symptoms”.¹⁴ 
There are many ongoing legislative debates about these mental 
health concerns which have led to disparities between states, 
with some states offering significant, while others offering 
little or no worker compensation for traumatic experiences.¹⁵ 
Should more gender-specific resources be needed, this general 
lack of funding for EMS would present additional challenges 

to diagnosing and treating PTSD in female EMTs, emphasiz-
ing the need for further research on this gender gap.

New Jersey is an ideal context for conducting such research 
since it can act as a microcosm of the United States. For in-
stance, the national median age is 38.8 years as of 2021,¹⁶ close 
to the median age of 40 in New Jersey.¹⁷ This type of similarity 
can be seen across multiple other variables such as education-
al attainment, employment rate, and ethnicity, making New 
Jersey one of the top three states most representative of the 
US.¹⁸ Such research in a representative setting is important 
due to the lack of extensive national studies on PTSD among 
EMTs.¹⁴ Thus, conducting this study in New Jersey is a suit-
able alternative while generating a significant impact.
�   Methods
The survey research method was the most optimal for this 

study. The survey research method refers to “collecting in-
formation about a group of people by asking them questions 
and analyzing the results.”¹⁹ It is one of the best tools to gain 
insights into topics of interest from a predefined group of 
respondents. This aligns well with the purpose of this study 
--- to identify the prevalence and possible determining factors 
of PTSD among EMTs and assess the differences in males 
and females.

The survey used in this study consisted of three major 
parts. The first consisted of only one question asking respon-
dents’ consent to participate in the survey. The second part 
of the survey collected demographic information as poten-
tial PTSD-determining factors, and the third part contained 
questions used to determine the presence of PTSD among 
respondents.

The questions in the second part were chosen based on 
studies by Khazaei et al. and Ntatamala & Adams, who stud-
ied PTSD in the general EMT population.³,⁸ They included 
questions in their surveys relating to gender, years of work 
experience, marital status, employment status, time worked, 
and previous training with stress management. Gender de-
fined in this study is self-identified by the respondents. In the 
survey for this study, the question concerning marital status 
was sourced directly from the National Institutes of Health 
PhenX Toolkit. This platform provides various materials for 
survey research studies. This version included more compre-
hensive marital status selections, such as “widowed,” which was 
not part of the selections in the studies by Khazaei et al. or 
Ntatamala since being “widowed” could be very different from 
simply being “single.” The survey in this study asked respon-
dents the number of children they have, which was necessary 
for uncovering its effect on PTSD for men and women, re-
spectively, as the roles of women often include more family 
obligations than men, such as caring for children.¹² The survey 
also included questions relating to the respondent’s lifestyle 
on a scale of agreement ranging from “strongly disagree” to 
“strongly agree.” These questions were formulated according 
to a Gallup poll conducted in 2019, in which respondents 
recognized that compared to men, women are more likely to 
do the laundry, prepare meals, and care for children daily in a 
household.¹³
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The third and last part of the survey took inspiration from 
a study by Khazaei et al. to determine the prevalence of PTSD 
among the participating EMTs. They used the PCL-5 survey, a 
PTSD Checklist based on the Diagnostic and Statistical Man-
ual of Mental Disorders 5th edition (DSM-5). The PCL-5 
survey contains a total of twenty questions, which is three more 
than the older PCL-4 version. These additional items were 
added to align with the updated DSM-5 edition, with updated 
DSM-5 symptoms, including persistent trauma-related nega-
tive emotions, persistent blame, and reckless or self-destructive 
behavior. Of the remaining seventeen items, the wording of 
thirteen was revised to better align with the DSM-5 modifica-
tions to clarify symptom expression.²⁰ These changes make the 
PCL-5 survey more advantageous than PCL-4.

To further support the use of the PCL-5 survey, in a study 
examining the psychometric properties of the PCL-5 survey 
in firefighters, EMTs, and police officers, the results “indicat-
ed that PCL-5 scores showed strong internal consistency and 
convergent and discriminant validity”.²¹ Internal consistency is 
a method of determining if all the questions on a test or survey 
are measuring the same thing.²² For instance, if a test is about 
algebra, all the questions on the test should be relevant to alge-
bra. Convergent validity refers to whether the results of a test 
designed to assess a specific topic or construct agree with the 
results of other tests that assess the same topic.²³ Discriminant 
validity is the other side of the coin and determines whether a 
test designed to measure a particular element does not correlate 
with other tests that measure different elements.²³ In the study 
by Morrison et al., convergent validity was determined by cor-
relating the PCL-5 survey results with those from other tools 
measuring PTSD.²¹ Discriminant validity was determined by 
correlating the PCL-5 survey results with measures of other 
constructs such as anxiety, depression symptoms, and alcohol 
abuse.²¹ In all the correlations, the PCL-5 survey displayed ex-
pected and appropriate end results, validating its adoption by 
the author in this study.

The PCL-5 survey also has two optional portions: the Life 
Events Checklist and Criterion A, which gather information 
about different events participants have experienced, including 
earthquakes, etc. Since the two components were not directly 
related to this study's scope or demographic nature, they were 
excluded to keep the survey at a manageable length. Only the 
basic version of the PCL-5 survey was used to determine the 
severity of PTSD in the participants.

The survey was developed on the online Google Forms 
platform. The settings were selected so that no Google email 
accounts were collected from the participants, thus keeping the 
survey anonymous. Also, participants were given the ability to 
edit their answers immediately after submitting the form in 
case inaccurate information was accidentally submitted. The 
author of this paper is an EMT cadet at a local ambulance 
station. The Google Forms link was shared on various personal 
Facebook accounts of the employees at the ambulance station. 
It was also shared on a Facebook group of EMTs around New 
Jersey and through the New Jersey EMS Council. Paper copies 
were also distributed at the author’s ambulance station to en-

sure the survey was accessible to those with difficulties using 
electronic technology.

Surveys provide a significant first step by offering the re-
searcher concrete numbers to run statistical analyses.²⁴ The 
data were analyzed via independent t-tests using the JASP 
analytical program. T-tests determine whether there is a sta-
tistical difference between the averages of the two groups.²⁵ 
This aligns with the purpose of this study --- to analyze how 
different factors contribute to PTSD severity among men vs. 
women. T-tests were also used by Iranmanesh et al. to analyze 
PTSD among paramedic and hospital emergency personnel.²⁶ 
A t-value of the absolute value of 1.96 or more indicates statis-
tical significance, and this can be conveniently cross-checked 
with the p-value simultaneously generated by JASP, with 0.05 
or below indicating statistical significance. P-values measure 
the probability that an observed difference between groups is 
due to chance and if the difference would present itself again if 
the study were repeated. The correlational analysis did not fit 
well with this research study because there could be a correla-
tion between various factors for men and women, respectively. 
Still, it would be challenging to compare how these correlations 
are different for men and women, thus defeating the purpose of 
this study. The data collected from the PCL-5 survey can all be 
quantified by associating a numerical value with the extent of 
severity, namely, 0 = Not at all, 1 = A little bit, 2 = Moderately, 
3 = Quite a bit, and 4 = Extremely. The total PTSD severity 
score equals the sum of all twenty items on the survey, resulting 
in the highest possible score of 80. A cutoff score between 31-
33 indicates meeting PTSD criteria.²⁷ The higher end of the 
range (33) was chosen as the cutoff score for this study to rep-
licate the study by Khazaei et al.³ For analysis, the data was first 
split based on categories like “married” and then further isolat-
ed into sub-groups of “married men” and “married women” for 
t-test analyses. The averages of each sub-group were plotted in 
bar charts or line graphs to illustrate comparisons.

To mathematically analyze the questions relating to life-
style in the survey, the answers were also quantified so that 0 = 
Strongly disagree, 1 = Disagree, 2 = Neither agree nor disagree, 
3 = Agree, and 4 = Strongly agree.
�   Results
There were 103 responses in total to the distributed ques-

tionnaire. Among them, 33% of respondents (34 out of 103) 
identified as women, 66% (68 out of 103) as men, and less than 
1% (1 out of 103) as nonbinary. Nearly a third, or 27% of re-
spondents (28 out of 103), met PTSD criteria with a score of 
33 or more. The PTSD for different genders was compared 
regarding various potential determining factors, and t-test re-
sults were tabulated to determine the statistical significance of 
the factors evaluated. The average PTSD severity among men, 
women, non-binary, and all respondents was compared and 
displayed in Figure 1. Table 1 shows the t-test results compar-
ing PTSD between men and women. Unfortunately, a t-test 
could not be performed for the one non-binary response as a 
minimum of two data points were required to run a t-test.
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A t-value of absolute value 1.96 or more indicates statistical 
significance, and this can be conveniently cross-checked with 
the p-value, where a number of 0.05 or below indicates statis-
tical significance. The value of df in the t-test, or degrees of 
freedom, indicates the number of independent values that can 
vary in a statistical analysis without breaking any constraints. 
In Table 1, neither the t-value of 0.03 nor the p-value of 0.976 
met statistical significance. 

Figure 2 displays the average PTSD in respondents of 
various marital statuses for men and women, while Table 2 
contains the results of the t-tests.

Family duty combines responsibilities, including cleaning, 
doing the laundry, caring for children and elderly relatives, and 
cooking. These responsibilities were analyzed for men, women, 
and all genders in association with the average PTSD in the 
respective groups, as displayed in Figure 3.

However, encouraged by the differences observed in PTSD 
in different marital statuses (Figure 2), the researcher exam-
ined married men and married women and their relationship 
with family duties, as summarized in Figure 4. Table 3 contains 
the t-test results used to determine statistical significance be-
tween these groups.

The more severe PTSD in married women than married 
men, though statistically insignificant, positively correlated 
with more family duties for women, which showed statistical 
significance (t > |1.96|, p < 0.05, Table 3).

Figure 1: Effect of Gender on PTSD. There was no obvious difference in 
PTSD between men and women. However, the one non-binary submission 
appeared significantly higher than most other participants. Even though this 
one respondent may not be a comprehensive representation of the non-binary 
population, it could present areas for further research.                             

Table 1: Results of t-test Examining PTSD in Men vs. Women. There was 
no statistically significant difference in PTSD between male and female EM
Ts.                             

Figure 2: Effect of Marital Status on PTSD. For unmarried couples or 
divorcees, men tended to have higher PTSD severity. However, for those 
in a marriage, women tended to have higher PTSD severity, though these 
differences did not meet statistical significance.                             

Table 2: Results of t-test Examining Effect of Marital Status on PTSD. 
The PTSD differences in different marital statuses were insignificant.                             

Figure 3: Effect of Family Duty on PTSD for All Marital Statuses. There 
was no difference in the amount of family duty held by men or women, 
resulting in no discernible difference in PTSD between genders.                             

Figure 4: Effect of Family Duty on PTSD for Married EMTs. There was 
a discernible difference between the family duties performed by married men 
and women, with females responsible for more family duties. A similar trend 
was also displayed for PTSD, with married women experiencing higher 
severity than married men.                             

Table 3: Results of t-test Examining Effect of Family Duty on PTSD for 
Married Men and Women. The difference in family duties between men and 
women was statistically significant.                             
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Having a backup plan for childcare in the event of a call and 
its correlation with PTSD were compared for men and women 
in Figure 5.

Figure 7 demonstrates the effect of having previous stress 
management training on PTSD, and Table 4 represents the 
results from the t-tests.

Years of working experience were compared in relation to 
PTSD visually and statistically in Figure 8 and Table 5, re-
spectively.

The effect of the number of hours worked per week by 
EMTs on PTSD was compared in Figure 9 and statistically 
analyzed in Table 6.

Figure 10 and Table 7 analyze the effect of employment 
status on PTSD between men and women, including paid, 
volunteer, and retired EMTs.

 

Figure 5: Effect of Having a Backup Plan on PTSD. There was no 
difference in the accessibility of childcare between men and women if they 
got an ambulance call, based on responses to the prompt “When I get a call, 
I have a backup plan for childcare.” Both groups had ratings slightly higher 
than two, translating to “neither agree nor disagree.”                            

Figure 6: Effect of Number of Children on PTSD. Men and women 
with no children had similar PTSD scores, whereas women with one child 
have noticeably higher PTSD than men with one child. For those with two 
or three children, men have more PTSD than women, indicating that the 
number of children affects genders differently.                            

Figure 7: Effect of Previous Stress Management Training on PTSD. The 
PTSD among trained women was slightly higher than that among trained 
men, while the opposite was true for untrained EMTs.                            

Table 4: Results of t-test Examining Effect of Previous Stress Management 
Training on PTSD. No statistical differences were found between men and 
female EMTs, with and without previous stress management training.                             

Figure 8: Effect of Years of Working Experience on PTSD. Among EMTs 
with less than twenty years of working experience, men experienced higher 
PTSD, whereas, for EMTs with more than twenty years of work experience, 
women experienced higher PTSD.                            

Table 5: Results of t-test Examining Effect of Years of Working Experience 
on PTSD. The differences in PTSD levels displayed by men and women 
showed no statistical significance for any work experience groups.                             

Figure 9: Effect of Hours Worked per Week on PTSD. Women working 
1-20 hours or 41-60 hours per week had higher PTSD than their male 
counterparts. Conversely, men working 21-40 hours had higher PTSD than 
females with the same number of hours.                            

Table 6: Results of t-test Examining the Effect of Working Hours per 
Week on PTSD. There were no statistically significant differences between 
PTSD in men and women with various numbers of working hours per week.                             
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�   Discussions
An overall analysis of the data in this study demonstrates 

that nearly a third, or 27%, of respondents meet PTSD crite-
ria. This aligns with the findings of previous studies, including 
one by Khazaei et al., who determined a 22% prevalence within 
their EMT population,³ and Ntatamala & Adams, who found 
a 30% prevalence.⁸ Thus, the PTSD among EMTs in New 
Jersey is significantly higher than PTSD among the general 
population, which is only around 6%, a phenomenon attributed 
to the nature of the job and the type of traumatic experiences 
associated with the field of emergency medicine.⁶

The prevalence of PTSD in female and male EMTs work-
ing in New Jersey is quite similar. However, evaluation of 
PTSD resulting from various PTSD-determining factors 
reveals moderate to significant differences between men and 
women EMTs, providing a more in-depth understanding of 
the PTSD prevalence among EMTs in New Jersey.

Marital status, one of the determining factors evaluated in 
this study, has also been studied previously. Khazaei et al. found 
that EMTs who are married have higher levels of PTSD.³ 
Even though they did not analyze females and males individ-
ually, their conclusions about the general effect of marriage on 
PTSD support the findings of this study. Garcia & Umberson 
and Cleary & Mechanic directly support the finding that mar-
ried women experience more stress than married men, though 
their study did not target PTSD.²⁸,²⁹

An explanation for higher stress in married women could 
be that women are responsible for more household duties, 
which showed a statistically significant difference from men 
based on the data in this study. This corroborates the findings 
of many previous studies as well.³⁰ As recognized by Cleary 
& Mechanic, housewives experience more stress than women 
who do not have children due to more significant amounts 
of housework.²⁹ The uniqueness of this research is that these 
greater responsibilities were tied to higher levels of PTSD 
among married female EMTs than their male counterparts. 

However, in Cleary & Mechanic’s study, compared to 
housewives, employed women with children had more stress.²⁹ 
A similar finding is illustrated by this study in that women 
EMTs without any children had similar levels of PTSD as 

Figure 10: Effect of Employment Status on PTSD. In each case, female 
EMTs had higher PTSD than men with the same employment status.                            
Table 7: Results from t-test Examining Effect of Employment Status on 
PTSD. No statistically significant differences were found between men and 
women EMTs for any of the groups examined based on employment status.                             

men. In contrast, an apparent disparity appeared when female 
EMTs had higher PTSD than men, with both groups having 
one child. The combination of stress from work and childcare 
can push a female EMT to experience more PTSD than men. 
However, it is unclear why women in this study with two or 
three children experience less PTSD than men, an avenue that 
can be explored in future research.

With such stress, EMTs must learn how to recognize 
PTSD, cope with it, and stay healthy. Khazaei et al. determined 
that EMTs with no previous stress management training have 
higher levels of PTSD.³ However, this study contradicts their 
finding, namely, both men and women EMTs without previ-
ous training exhibit lower levels of PTSD. Those who have 
received training may be more aware of the symptoms of 
PTSD and, therefore, better at identifying them. Having ex-
perienced PTSD could also be why they received the training 
in the first place, for them to better prepare against and know 
how to cope with future traumatic experiences.

Another contradiction between this study and Khazaei et 
al.’s study is in terms of EMT work experience. Khazaei et al. 
found that EMTs with ten or fewer years of work experience 
tend to have more PTSD,³ while this study finds that women 
with more than twenty years of experience have higher levels 
of PTSD, with men maintaining relatively the same between 
different groups. This difference could be explained by the fact 
that this study purposely included female participants, a sam-
ple group that Khazaei et al. lacked.³ The inclusion of women 
in this study makes the conclusion unbiased and, therefore, 
more convincing, especially since the female gender is a factor 
that has been linked to greater levels of physical and emotional 
exhaustion.³¹ The positive correlation between work experi-
ence and PTSD in women observed by this study could be 
explained by accumulated traumatic experiences resulting 
from greater years of work experience.

Similar to the findings about years of work experience, this 
study also finds that women who worked long hours (41-60 
hours per week) experience the greatest PTSD. Though an-
alyzed slightly differently, this finding is similar to that of 
Khazaei et al. They found that EMTs who had worked more 
than eight shifts per month had the greatest PTSD, defin-
ing a shift as 24 hours. For this study, 50 hours per week can 
be translated into approximately 200 hours per month, which 
equals 8.33 shifts, corroborating the findings of Khazaei et al.³

A positive correlation was observed between being formally 
employed as a paid EMT and higher levels of PTSD. This 
may be attributed to the fact that paid EMTs, on average, work 
more than double the hours of volunteer EMTs and thus have 
higher chances of encountering traumatic experiences.     

Building off existing literature, the new understanding from 
this study is that although the prevalence of PTSD among 
female and male EMTs working in New Jersey is similar, vari-
ous determining factors cause higher rates of PTSD in female 
EMTs than their male counterparts. Among these factors, re-
sponsibilities relating to family duties show statistically higher 
amounts in married women than men.

The results of this study were not unexpected, as previous 
studies have shown that there is a biological difference between 
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how men and women react to stress¹¹. These findings can act 
as guidelines in emergency medicine for healthcare providers 
and policymakers as they attempt to provide wellness support 
for EMTs. Various PTSD-determining factors affect men and 
women differently and should be considered when develop-
ing preventative methods to help EMTs most effectively. For 
example, it would be recommended that programs targeting 
female EMTs should include a component relating to han-
dling family duties. This component may not be as effective 
for lowering levels of PTSD in male EMTs. Help given to 
EMTs will also have broad-ranging effects on people around 
them, including their family members, friends, and patients.

In many of the comparisons (bar graphs) in this study, a visu-
ally discernible difference in PTSD can be noted in the groups 
investigated. Still, most of the t-tests did not yield statistically 
significant results. This is most likely due to the limited num-
ber of responses collected. When the responses were divided 
into various groups for analyses, each group needed more data 
to run effective t-tests. This also reveals a limitation of this 
study: the limited number of responses collected. However, it 
is still important to visually determine how various character-
istics affect PTSD among male and female EMTs for a deeper 
understanding. With approximately 26,000 EMTs currently 
in New Jersey³² and a 95% confidence interval, the optimal 
size for this study to ensure accurate results should be 379 
respondents.³³ The ultimate sample size of a little over 100 
respondents in this study makes it difficult to extrapolate the 
results to a broader population. The results are probably most 
representative of the region immediate to where the author 
lives, as the author’s local ambulance station sent out the sur-
vey and thus did not accurately represent the entire state of 
New Jersey or the United States. Additionally, with a larger 
sample size, there could be more determining factors in ad-
dition to family duties that could yield statistically significant 
results. This would enrich the overall new understanding of 
this research. Another limitation is that respondents can be 
inaccurate in their responses, intentionally or not, so a larger 
sample size could offset these issues. Therefore, future research 
with a greater sample size is recommended to resolve previous-
ly described issues.

Another area of future research involves studies with more 
gender identifications. There was one nonbinary participant 
in this study, and their PTSD severity was significantly higher 
than that of the rest of the participants. Though they cannot 
represent the entire nonbinary EMT population, this data 
presents a promising avenue for further research regarding 
how the nonbinary gender status contributes to PTSD severi-
ty and the PTSD-determining factors among EMTs.
�   Conclusion
In this study, we examined the prevalence of PTSD and its 

determining factors in female EMTs working in New Jersey 
and compared them to their male co-workers. Among all the 
respondents, 27% met PTSD criteria, higher than the general 
population. Although the prevalence of PTSD among female 
and male EMTs was similar, an apparent disparity was dis-
played between some demographic groups broken down by 
PTSD-determining factors such as marital status, household 

responsibilities, and age. Among these factors investigated, ob-
ligations relating to family duties showed statistically higher 
levels in married women, directly correlating with the higher 
levels of PTSD observed in this group.
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ABSTRACT: More than 5.25 million people worldwide are diagnosed with colorectal cancer (CRC), representing 10% of the 
global cancer incidence and 9.4% of all cancer-caused deaths. It is common to find genetic and epigenetic alterations in CRC, 
which are the driving force of tumorigenesis. Therefore, discovering a novel genetic alteration in colorectal cancer can support 
early diagnosis and finding novel targets for cancer treatment. However, genetic alterations found in colorectal cancer are not 
fully elucidated. A meta-analysis of colorectal cancer genomics data sets was performed using 12 different studies provided by 
cBioPortal to identify the novel genetic alteration in colorectal cancer patients. Through cBioPortal analysis, it was hypothesized 
that chromosome 17q21 amplification is associated with tumor progression. Patient survival analysis was performed through 
cBioPortal analysis. Also, nine genes located in 17q21 were further analyzed with GeneMania, a web-based program that predicts 
the function of gene sets. Using cBioPortal analysis, it was discovered that chromosome 17q21 amplification was enriched in 
deceased patients. Furthermore, through patient survival analysis, amplification of each of the nine genes located in chromosome 
17q21 was significantly associated with decreased patient survival rate. Hence, using GeneMania analysis, it was discovered that 
the gene network of the nine genes was significantly associated with DNA integrity checkpoint function. Through this study, 
chromosome 17q21 amplification, which may alter the part of DNA integrity in cancer cells, can be used as a biomarker that 
predicts poor patient survival. 

KEYWORDS: Human genetics; Colorectal cancer; Patient survival rate; Chromosome 17; DNA integrity checkpoint.

�   Introduction
Colorectal cancer (CRC) mostly begins as a polyp, a non-

cancerous growth that develops in the colon's inner lining.¹ 
Polyps are classified as either adenomatous or serrated.² Simi-
lar to adenomas, serrated polyps, traditional serrated adenomas, 
and large hyperplastic polyps are associated with an increased 
risk for CRC.³ Because sessile serrated polyps (SSPs) are diffi-
cult to detect during colonoscopy as they are usually flat, these 
features make them the precursors for a large proportion of 
cancers.⁴

Gene mutation found in colorectal cancer affects overall pa-
tient survival.⁵ For example, approximately half of all colorectal 
cancers show TP53, otherwise known as P53, gene mutations, 
with higher frequencies observed in the distal colon and rectal 
tumors.⁶ The role of the TP53 gene is to regulate the cell cycle 
and apoptosis. Specifically, the P53 protein induces G1 cell-cy-
cle arrest and controls the repairing of the DNA before the cell 
goes into DNA replication.⁷ If the DNA repair is unsuccessful, 
P53 causes cell death. TP53 mutation occurs at the time of 
transition from adenoma to cancer. Several studies attempt-
ed to explain the significance of TP53 mutation in colorectal 
cancer, with conflicting results. A study concluded that the sur-
vival rate for P53 positive patients was far greater than that for 
P53 negative patients. However, overexpression of P53 in stage 
three CRC carried a better overall survival in CRC patients.⁸

Gene deletion in colorectal cancer also affects colorectal 
patients’ survival. In chromosome 18, loss of heterozygosity 

(LOH) in the region of 18q21 is often seen in advanced col-
orectal cancer. LOH is defined as the loss of one allele at a 
specific locus.¹⁰ Often, the remaining allele is affected by a de-
letion mutation or a loss of chromosome from a chromosome 
pair. Some studies found an inverse relationship between CRC 
patient survival and 18q LOH. A previous study evaluated the 
effect of 18q LOH on 532 non-MSI-high, stage I-IV CRC 
tumors; in patients with non-MSI-high CRC, 18q LOH were 
not significantly associated with a difference in survival.¹¹

The cBio Cancer Genomics Portal (cBioPortal) contains 
numerous multidimensional cancer genomics data sets.¹² 
The cBioPortal minimizes the tasks needed to collect data by 
summarizing complex genomic data from large-scale cancer 
genomics projects.¹³ Through cBioPortal, it is possible to bet-
ter understand biology and clinical applications.

GeneMania provides hypotheses about gene function by 
showing a list of genes and categorizing genes based on their 
functions.¹⁴ After receiving comprehensive gene lists, Gen-
eMania groups the genes based on their function, followed 
by genomics and proteomics data. GeneMania determines 
whether the functional genomic dataset follows its predic-
tive value during this process. GeneMania also predicts gene 
function. Using a single gene, GeneMania searches for several 
genes with the same function based on its interactions with 
other genes.¹⁴ Overall, GeneMania allows researchers to ana-
lyze genes more efficiently and intuitively.
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�   Methods
Analyzing genomic alteration on colorectal patients’ ge-

nomic data using cBioPortal:
Through cBioPortal, 4341 colorectal patients (4488 sam-

ples) were analyzed to find a novel genetic alteration associated 
with patients’ survival. After the patient samples were divided 
into two groups: living group (n = 1275) and deceased group 
(n = 273), amplified genes enriched in the deceased group 
were found. The gene location, percentage of alteration in each 
group, log-ratio between living and deceased group, p-value, 
and q-value was analyzed using cBioPortal. The log-rank sta-
tistical test was used to calculate the p-value.

Gene network analysis using the GeneMania program:
Gene network analysis was performed with eleven genes 

found in the cBioPortal (GJD3, CCR7, TOP2A, CDC6, IG-
FBP4, WIPF2, KRT222, SMARCE1, RARA). GeneMania 
predicts the function of listed genes and their genetic network, 
including co-expression, physical interaction, shared domains, 
and biological pathways. GeneMania analyzes the gene lists 
and prioritizes the genes for functional assays. It finds func-
tionally similar genes within the genomics and proteomics 
data that have been previously published. Since hundreds of 
millions of interactions had been collected by the database 
from GEO, BioGRID, IRefIndex, and I2D, the interaction 
databases were used to predict the gene function.

Patient survival analysis using cBioPortal:
cBioPortal for cancer genomics provides visualization anal-

ysis of overall patient survival status. The overall survival of 
patient groups between the gene amplified group (TOP2A 
and CDC6) and the non-amplified group was analyzed. 
Kaplan-Mier analysis and log-rank test were performed to cal-
culate the p-value. The median survival month in each group 
was also investigated. 
�   Results and Discussion

Gene amplification is when there is an increase in the copy 
number of DNA present in a specific region of the chromo-
some or an increase in the RNA and protein made from that 
gene. Cancer cells often produce multiple copies of genes, and 
some of the amplified genes can cause cancer cells to grow 
faster or become resistant to anticancer drugs. 4341 colorectal 
patients (4488 samples) were analyzed to find a novel genetic 
alteration associated with patients’ survival through the cBio-
Portal database. First, the patient samples were divided into 
two groups: living group (n = 1275) and deceased group (n = 
273). It was found that chromosome position 17q21.2 amplifi-
cation is enriched in the decreased patient group (Ta

ble 1). In total, nine amplified genes are located in 17q21.2: 
GJD3, CCR7, TOP2A, CDC6, IGFBP4, WIPF2, KRT222, 
SMARCE1, and RARA. Overall, it was found that the novel 
amplification of nine genes in colorectal cancer patient sam-
ples enriched in decreased patient groups.  

Previous studies showed that 17q21 amplification was 
detected in gastric cancer and breast cancers.¹⁵,¹⁶ The compar-
ative analysis of DNA copy number and microarray in gastric 
cancer shows that the 17q12-q21 region is amplified and many 
genes in this region are overexpressed. A breast cancer study 
indicated that HER2/NEU amplification (both positioned on 
17q21) is responsible for the development of Trastuzumab, 
one of the first immunotherapeutic drugs for the successful 
treatment of breast cancers.¹⁷ In conclusion, the amplification 
in region 17q21 not only caused colorectal cancer but also gas-
tric cancer and breast cancer. This shows how 17q21 plays a 
critical role in cancer progression.

GeneMANIA analysis was performed to find a novel func-
tion of nine amplified genes on colorectal cancer progression. 
It was found that DNA integrity checkpoint, negative regula-
tion of epithelial cell proliferation, hormone receptor binding, 
and mitotic cell cycle checkpoint were determined to be the 
most significant functions of the nine amplified genes (p-value 
= 3.33e-1) (Table 2). Since the maintenance of genomic integ-
rity is important in normal cell growth and development, gene 
alteration on DNA integrity checkpoints is found in many 
cancer cells. In addition, DNA integrity checkpoints provide 
cells with time to repair damaged DNA, but cancer-initiat-
ing cells have lost DNA repair or cell-cycle checkpoints. In 
conclusion, four genes among nine amplified genes were sig-
nificantly associated with the function of the DNA integrity 
checkpoint meaning alteration in this function may be linked 
to the poor survival rate of colorectal patients.   

Table 1: The amplified genes located on 17q21.2 enriched in the deceased 
colorectal cancer patient’s group.                             

Table 2: The result of functional prediction of nine amplified genes with 
extended genes that are functionally similar using GeneMANIA.                             
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Cancer-associated necrosis produces more abnormal DNA 
fragments than apoptosis in human cells. Therefore, this study 
focused on the DNA integrity checkpoints because DNA 
integrity, which relates to the uneven copy number of DNA 
fragments, is highly related to cancer. According to the mod-
el, TOP2A and CDC6 are among the nine amplified genes, 
and PPP1R10 and RAD17 are functionally related to the nine 
amplified genes. In conclusion, amplification of TOP2A and 
CDC6 and the alteration of relative genes (PPP1R10 and 
RAD17) may affect DNA integrity checkpoints, which short-
ens the survival rate of colorectal cancer patients (Figure 1). 

To validate the effect of TOP2A and CDC6 amplification on 
colorectal cancer patients’ survival, the overall patient survival 
rate was further analyzed with the cBioPortal database. The 
patients were divided into two groups: the groups with ampli-
fied genes and the groups without amplified genes. A graph in 
Figure 2 shows the probability of overall survival (Y-axis) and 
overall survival months (X-axis). It was found that the medi-
an survival months of TOP2A amplified patients (27 months) 
was significantly lower than those of TOP2A non-amplified 
patients (71.93 months). Similarly, the median survival months 
of CDC6 amplified patients (43.17 months) was significantly 
lower than the median survival months of CDC6 non-ampli-
fied patients (72.47 months). In conclusion, it was speculated 
that since TOP2A and CDC6 are associated with the function 
of DNA integrity checkpoint, the lower survival rate in am-
plified groups may have abnormal DNA structure with severe 
DNA damage.  
�   Conclusion
To reiterate the findings shown in Figure 2, two genetic al-

terations TOP2 and CDC6 both significantly decreased the 
patient survival rate. Using the given information, when ana-
lyzing genomics for colorectal cancer patients in the future, it 
is possible to more accurately diagnose and predict the surviv-
al rate of the patients. Furthermore, it was found that 17q21 
amplification affected DNA integrity checkpoints the most. 
With a better understanding of the impact of amplified genes, 

ways to recover the affected DNA integrity checkpoint can be 
found, possibly supporting the development of a novel treat-
ment for colorectal cancer. Lastly, a considerably large sample 
size of 4448 patients was analyzed. Therefore, the results from 
this study provide a more accurate interpretation of the impact 
of 17q21 amplification, further reducing the margin of error 
when treating colorectal patients in general

However, the study is limited in the methods used, as only 
data analysis was performed. The media used to perform me-
ta-analysis has the potential for publication bias, skewed data, 
and difficulties in combining studies that may have differences 
in population, interventions, etc. Furthermore, the study is lim-
ited in scope, as only gene copy alterations, disregarding other 
genetic alterations, such as mutation and fusion genes, were 
focused on.  Therefore, cancer cell experiments to not only vali-
date the real implications of 17q21 amplification on cancer cell 
development can be performed but it is also possible to find 
potential treatments for colorectal cancer. In addition, cBio-
Portal can be used to further analyze other genetic variations 
which could have played a significant role in tumor progres-
sion.
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ABSTRACT: Violence against women is a global problem that has affected the lives of millions of women physically, mentally, 
socially, and economically. Within this paper, violence against women will be defined from a radical feminist approach as any 
act of violence rooted in multiple and intersecting forms of discrimination and inequalities that result in or are likely to result in 
physical, sexual, or psychological harm or suffering to women. Under the pillars of due diligence outlined in the Declaration of 
Violence Against Women (DEVAW), namely, prevention, protection, prosecution, and remedy, a country must fulfill its obligation 
to residing women regarding all four aspects. However, upon theoretical and factual analysis of the geopolitical, cultural, and 
religious factors that influence the legal system in Pakistani society, it can be concluded that the State is unable to uphold the due 
diligence standard for violence against women effectively, and consequently, unable to provide effective redress to victims of self, 
interpersonal or communal violence.
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�   Introduction
Violence against women (VAW) in Pakistan is a systemic 

problem that has prevailed since its inception. Today, up to 
32% of women have experienced violence, and that is just the 
reported statistic; more than half of these women do not report 
the domestic abuse, acid attacks, and honor killings that plague 
their lives, making the depth of factual and legal analysis of 
VAW difficult to conduct.¹ Although legislation such as the 
banning of the two-finger rape test has been passed, the ex-
tent to which facilities for victims of violence against women 
or cultural stigma in prosecution systems have been dealt with 
remains inadequate, and thus, the violence prevails.²

This paper will assess how the due diligence framework re-
garding violence against women effectively protects women 
and girls from violence in Pakistan. In the first section, the 
definition of violence against women will be established, con-
sidering the number of different interpretations and different 
terminologies of VAW that exist: VAW as a public health is-
sue and as a legal issue, with the feminist critiques of radical 
feminism and liberal feminism being assessed in both. After 
defining violence against women, the second section of the pa-
per will break down what the due diligence standard means, 
first looking at it holistically as a matter of international law 
and then specifically in the context of violence against wom-
en. Defining the requirements of States in upholding the four 
pillars of prevention, protection, prosecution, and remedy will 
also be developed under this section. The paper will discuss the 
manifestations of VAW in Pakistan:

�   Discussion
Definition and Manifestation of VAW:
It is important to acknowledge that there is no clear defini-

tion of violence against women, and differences often arise in 
how various stakeholders define it. These differences lead to 
VAW and gender-based violence being used interchangeably. 
In her Special Rapporteur Report, ‘The Continuum of Vio-
lence against Women and the Challenges of Effective Redress,’ 
Rashida Manjoo defines violence against women from the per-
spective of a radical feminist as follows:

‘Rooted in multiple and intersecting forms of discrimination 
and inequalities, and strongly linked to the social and economic 
situation of women, violence against women constitutes a con-
tinuum of exploitation and abuse.’³

The link between violence against women and a patriarchal 
gender hierarchy is made clear in her definition, and this link is 
again reinforced under the definition of gender-based violence 
(GBV) presented in the UN Declaration on the Elimination 
of Violence Against Women: ‘any act of gender-based violence 
that results in or is likely to result in, physical, sexual or psycho-
logical harm or suffering to women.’⁴

Yet, in the context of the modern world, many of the more 
recent definitions of violence against women have begun to 
shift towards a constructive, feminist approach, focusing less 
on patriarchy as a structure that enables gender-based vi-
olence and more on an inclusive understanding of all forms 
of violence. These definitions mirror a gradual but significant 
shift away from the emphasis on gender discrimination as it 
is manifested in VAW. This is evidenced in how the Europe-
an Union defines gender-based violence as ‘violence directed 
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person because of that person’s gender or as violence that af-
fects persons of a particular gender disproportionately.’ The 
need to be inclusive of violence against all genders in their 
definition overshadows the impact of violence on women and 
girls.⁵

However, such an approach can be problematic consider-
ing how recognizing the disproportionate impact of violence 
against women and girls within these definitions is necessary 
to truly encapsulate the degree of harm from such violence. 
When looking at the manifestations of VAW broadly, the 
World Report on Violence and Health categorized them into 
self-directed, interpersonal, and collective, as seen in the dia-
gram below extracted from ‘Violence Against Women.’⁶

Self-directed manifestations of VAW can look like suicid-
al tendencies, particularly in cases where unmarried women 
become pregnant and do not see a way out of the financial 
or societal ostracisation that may result from it. Similar-
ly, self-abuse in the form of eating disorders such as bulimia 
or anorexia becomes common due to increasing stress levels 
and self-loathing.⁷ Interpersonal manifestations exist within 
the family of these women where many are subjected to rape 
or molestation by their husbands, fathers, brothers, and oth-
er members of their family: in other cases, they are publicly 
honor killed for bringing ‘dishonor’ to the family name. The 
last manifestation of violence against women encompasses the 
violence inflicted by larger groups such as ‘states, organized 
political groups, militia groups, and terrorist organizations.’⁸ 
Within all of these manifestations, the nature of violent acts 
can be physical, sexual, psychological or involving deprivation 
or neglect.

As a result of the variety of manifestations, many conceptual 
debates about the classification of VAW have arisen in recent 
years on whether to classify VAW as a violation of human 
rights, as discrimination, or as a public health issue. Previously, 
violence against women was understood as a social and legal 
problem. The Convention on the Elimination of All Forms 
of Discrimination against Women (CEDAW) General Rec-
ommendation No.19 states that gender-based violence against 
women does impair or nullify women's enjoyment of human 
rights and fundamental freedoms.⁹ The Committee also af-
firmed that violence against women constitutes discrimination 
within the meaning of Article 1 of the Convention: ‘discrimi-
nation against women shall mean any distinction, exclusion or 
restriction made based on sex which has the effect or purpose 
of impairing or nullifying the recognition, enjoyment or exer-

cise by women, irrespective of their marital status, based on 
equality of men and women, of human rights and fundamental 
freedoms in the political, economic, social, cultural, civil or any 
other field.’¹⁰

All violence directed against a woman because she is a wom-
an, or violence that disproportionately affects women is thus 
classified as discriminatory. Alternatively, a variety of feminist 
lawyers tend to view VAW as a legal issue because of the gener-
al belief in law as a catalyst for social change – the desire to use 
the law as a mechanism for structural change is the foundation 
for this constructive feminist approach. However, in 1996, the 
World Health Assembly reframed VAW as a public health is-
sue by adopting a resolution that declared that ‘violence is a 
leading public health problem worldwide’¹¹ due to the physical 
and mental costs a woman has to endure upon being inflicted 
with violence through rape, battery, assault, harassment and so 
on. In arguing for this perspective, those in favor of the public 
health model stipulate that the only way to make VAW a pal-
pable problem for States is to make it a public health disaster, 
something they already have the responsibility to protect peo-
ple from: the classification makes alleviating VAW a priority 
for States by making it a more palatable problem.¹²

This perspective is critiqued by many radical feminists for 
its lack of functionality. Viewing VAW as a public health 
issue forces society to view it as a disease or condition that 
needs to be cured without analyzing individual, communal, or 
structural barriers. Consequently, this approach tunnels in on 
a disease conceptualization of VAW and, in doing so, priori-
tizes ‘treating' manifestations of VAW above the root problem 
of patriarchy. Addressing violence against women as a public 
health issue requires a comprehensive approach that includes 
prevention, intervention, and support for survivors, as well as 
efforts to address the underlying social and cultural norms that 
perpetuate violence and inequality, hence making it difficult to 
have effective intervention.¹³

For this paper, then, VAW will be defined from a radical 
feminist approach as any act of violence rooted in multiple and 
intersecting forms of discrimination and inequalities that re-
sults in or is likely to result in physical, sexual, or psychological 
harm or suffering to women. This definition clarifies the dis-
proportionate impact of violence on women and the gendered 
perspective required in addressing such violence. 

Due Diligence Framework: An Overview:
In the context of international human rights law, due dili-

gence refers to the degree of care that is reasonably expected or 
legally required to solve world problems.¹⁴ Specifically, in the 
context of VAW, due diligence measures the extent to which 
States uphold their responsibility to protect and respond to 
such acts of violence perpetrated against women. 

The General Recommendation, 19 of the Committee on 
Elimination of Discrimination against Women, was the first 
to introduce the due diligence standard for addressing violence 
against women in 1992, placing responsibility on the State for 
failing to prosecute acts of violence in both a private and pub-
lic setting.¹⁵ The Declaration on the Elimination of Violence 
Against Women expanded upon it in 1993 to bring about the 
current due diligence for a State’s responsibility in tack

Figure 1: A typology of violence against women, modified after the World 
Report on Violence and Health, WHO                           
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ling VAW, which consists of four key principles: prevention, 
protection, prosecution and punishment, and remedy.¹⁶ In 
addition to these pillars, there is an overarching understand-
ing that States should be non-discriminatory and consider all 
forms of violence women suffer when applying the due dili-
gence standard.¹⁷ 

When analyzing a State’s responsibility to follow the due 
diligence framework, two legal cases come to mind as being 
pioneers in establishing this standard: the 1988 Inter-Ameri-
can Court of Human Rights Velásquez Rodríguez v Honduras 
case, and the European Court of Human Rights M.C. v Bul-
garia case.¹⁸ When Angel Manfredo Velásquez was abducted, 
the court passed a landmark judgment in holding the State 
of Honduras accountable for failing to prevent and protect 
its civilians from violence, even setting out the required com-
pensation to be provided to the victim by the government.¹⁹ 
The second landmark ruling came in M.C. v Bulgaria, where 
the State of Bulgaria was held accountable by the European 
Court of Human Rights for failing to properly investigate or 
charge the crime of rape of a 14-year-old girl. In doing so, the 
Court stated they violated Articles 3 and 8 of the European 
Convention on Human Rights (ECHR), again making them 
compensate the victim as they did in Velásquez Rodríguez v 
Honduras.²⁰ In both cases, forcing the States to compensate 
the victims was proof of a State’s responsibility to uphold a 
due diligence standard and thus protect women from violence 
within their borders.

The first pillar under the due diligence standard is the pre-
vention pillar. This aims to tackle the structural problems that 
enable violence against women and girls, most pertinently, 
that of institutional patriarchy. From a radical feminist per-
spective, this means reforming patriarchal structures entirely 
by introducing more female-lead parliamentarians or passing 
legislation transforming rape and advocacy laws. For example, 
legislation guaranteeing gender equality has become intrinsic 
in national constitutions worldwide, dealing directly with what 
Whaley and Messner have referred to as the ameliorative hy-
pothesis (a study that predicts increased gender equality will 
decrease levels of rape victimization through financial indepen-
dence for women).²¹,²² By contrast, the constructionist feminist 
theory argues for policies such as campaigns, education, and 
training of men to increase public safety and awareness under 
this pillar. Both theories, however, agree on the baseline con-
cept that prevention of VAGW needs to be incorporated into 
all State structures, whether legal, judicial, administrative, or 
public, for States to be considered compliant with the standard 
of due diligence. 

The second pillar of protection obligates the State to pro-
vide services for victims of violence against women. Rashida 
Manjoo explains how fulfilling obligations under this pillar 
consists ‘mainly of the provision of services such as telephone 
hotlines, health care, counseling centers, legal assistance, shel-
ters, protection/restraining orders, and financial aid to victims 
of violence.’²³ Yet, one of the major drawbacks of this pillar 
is that these protective measures often suffer from failures 
in implementation. In extreme cases, they can even result in 
greater difficulty for the women who choose to report their 

perpetrators. In third-world countries where the provision of 
such services outside of urbanized city centers is scarce to none, 
a lack of available resources such as shelters can force victims 
to continue living in homes where they experience domestic 
violence.²⁴ Furthermore, the process of effective investigation 
into the perpetration of violence against women comes under 
this pillar as well, with the State being obligated to ensure that 
investigations by State law enforcement (such as the police) are 
carried out as quickly as possible and with as little harm to the 
victim’s privacy or general life standard. 

Under the third pillar of prosecuting and punishing VAW 
perpetrators, States are responsible for responding to violent 
crimes in all three manifestations: violence against the self, in-
terpersonal violence, and communal violence. As a result, even 
those crimes occurring within private spaces (including intimate 
partner violence and domestic violence) must be prosecuted by 
the State, and it may be held liable for failing to fulfill this duty. 
Under this pillar, states must ensure that their courts provide 
adequate sentencing for perpetrators and try them according 
to the bare minimum requirement of international law (which 
states that traditions or religious practices may not hamper the 
effective prosecution of VAW).²⁵ However, in many instances, 
the lack of special investigative agencies and cultural traditions 
interfere with the proper enactment of prosecution. Accord-
ing to the Human Rights Commission of Pakistan, over 470 
cases of honor killings were reported in Pakistan in 2021, but 
estimated the real statistic to be closer to 1,000 due to the prev-
alence of underreporting and lack of effective prosecution.²⁶ As 
a result, these inefficiencies are barriers to effective redress of 
VAW under the due diligence standard.

The last pillar of remedying acts of violence is highlighted 
in both CEDAW and the DEVAW, which obligate the State 
to compensate victims of violence.²⁷,²⁸ Compensation may 
include adequate reparations, monetary or otherwise, to com-
pensate for the severity of the damage faced by women who are 
victims of violence. Yet, due to the variegated nature of violent 
acts against women, such reparations must be specific to the 
victims. However, there is rarely an attempt by States to take 
a gendered and specialized approach to providing for them. 
Where reparations should focus on subverting the pre-existing 
social hierarchies and gendered law bodies that exist to sup-
port women who are victims of violence, they often are not 
provided at all, with women receiving no reparations beyond 
watching their attacker (and even this occurs only in rare cases) 
go to prison. Overall, the State’s responsibility to fulfill the due 
diligence standard regarding VAWG can only be upheld when 
both prevention at a grass-root level and redress measures are 
simultaneously carried out, providing compensation and pro-
tection to victims of these crimes.

VAW in Pakistan: A Factual Context:
Detailing violence against women and girls in Pakistan is a 

difficult task to undertake. In a society where lack of education, 
cultural and religious values, and, as a result, underreporting 
is rife, it becomes hard to qualify the extent to which VAWG 
prevails and obtain accurate statistics on the number of women 
subjected to it. In the CEDAW’s Concluding Observations on 
the 5th Periodic Report of Pakistan, it is estimated that ‘34 
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percent of ever-married women have experienced spou-
sal physical, sexual, or emotional violence, and 56 percent of 
ever-married women who reported experiencing physical or 
sexual violence have neither sought help to stop the violence 
nor told anyone.’²⁹ That notwithstanding, these statistics do 
not even begin to cover the other, uglier manifestations of 
VAWG in Pakistan. This may be due to cultural stigma, which 
results in very little reporting on manifestations of self-vio-
lence – as a result, more readily available information exists on 
the manifestations of interpersonal and community violence. 

Domestic or intimate partner violence (IPV) is the most 
commonly reported manifestation of violence against wom-
en.³⁰ Defined by the United Nations as ‘a pattern of behavior 
in any relationship that is used to gain or maintain power and 
control over an intimate partner,’ many women, particularly 
in rural areas like villages in Balochistan, face physical and 
emotional abuse at the hands of their husbands and other fam-
ily members.³¹ The abuse they experience is not just physical 
beatings but also emotional abuse through verbal insults and 
intimidation. In specific households, this can even look like 
threatening financially dependent women with the revocation 
of shelter or money if they refuse to comply with their hus-
bands’ or families’ demands. Also, sex-selective infanticide and 
abortion have emerged as a traditional practice that is on the 
rise in Pakistan. Between January 2017 and April 2018, 345 
newborn babies were found dumped in the garbage in Karachi 
alone – and 99 percent were girls.³²

Community-level VAWG in Pakistan is fundamental-
ly characterized by stripping away their agency. Forced child 
marriages, prostitution, and trafficking for sexual exploitation 
are all too common, with women in many cases being honor 
killed by their family members for being ‘beghairat’ and trying 
to retain some of that agency. The word ‘ghairat’ here roughly 
translates to honor and ‘beghairat’ to dishonorable. Still, the 
term itself goes deeper - as the Aurat Foundation states, it “is 
considered a chivalrous adherence to tradition and culture in 
the context of social relations,” the breaking of which is akin 
to losing all respect for the family.³³ This can include anything 
from choosing a partner against the family's wishes to being 
accused of adultery or other impropriety. The murder of Qa-
ndeel Baloch is a horrifying example of this – after supposedly 
posting what her family considered ‘shameful’ pictures online, 
she was strangled to death by her brother. Despite the heinous 
nature of the act, such VAWG has become so prevalent that all 
her brother (Wazeem Azam) had to say in the aftermath was: 
“Yes of course, I strangled her,” he said. “[I’m] not embarrassed 
at all over what I did.”³⁴

In extreme cases, branding women with the mark of 
‘beghairat’ subjects them to acid attacks, disfiguring their bod-
ies and leading to lifelong physical and psychological trauma. 
These attacks are not limited to within the family but also ex-
tend to men whose marriage proposals are rejected, such as the 
case of a 27-year-old female domestic helper who was attacked 
with acid in Lahore by a man for this exact reason. Upon refus-
al of his proposal, it is reported that he threatened her, saying, 
“I will not leave you worth anything.”³⁵

When tracing back the root factors that contribute to such 
VAWG, many analysts turn to the socio-cultural fabric of 
the society itself. The belief that women are inferior to men 
is instilled from childhood: a woman is raised to depend on 
others for her daily needs, losing her sense of self and relying 
on her relationships for support.³⁶ The traditional association 
of men’s honor with women’s freedom and liberty places the 
responsibility in the hands of men to control how women lead 
their lives - by extension, VAW becomes a means to exert this 
control and exercise a man’s right to ‘discipline’ or ‘use’ what is 
considered ‘his woman’ as he chooses. What is more pressing is 
how these women are force-fed this narrative, trapping them 
in a constant state of fear of speaking up or reporting what 
they consider normal behavior by the men in their families.

Nabeela Falak highlights poverty as another factor that goes 
“hand in hand” with domestic abuse in her article, ‘Causes and 
Effects of Domestic Violence against Women in Pakistan: An 
Analytical Study.’ Tied to this poverty is a lack of education 
and unemployment, all of which make men far more likely 
to take their frustrations out on their wives and children and 
women far less likely to understand their rights enough to 
seek legal recourse.³⁷ However, the economic underpinnings 
of VAWG are not as black and white as this. In fact, women 
attaining literacy and financial independence can sometimes 
trigger increased rates of domestic violence as their husbands 
lash out in response to the new power hierarchy in their rela-
tionship, making it harder for a woman to seek refuge in any 
economic circumstance.³⁸ 

Another factor that influenced the potential for VAWG 
was the onslaught of the COVID-19 pandemic – the  UN 
Women’s 2020 report established that when the COVID-19 
pandemic struck, violence against women and girls in Pakistan 
rose exponentially.³⁹ Women who had previously been unaf-
fected by IPV suddenly found themselves being subjected to it 
at the hands of their husbands with whom they were near: “My 
husband has lost his job as he was working in a cement-pro-
ducing factory. He is in stress and depression due to this loss. 
And I rarely had this issue of physical violence from him only 
since he has lost his job; he brings away all his frustration on 
me by tormenting me.”⁴⁰ Ultimately, patriarchal narratives 
form the baseline for the prevalence of VAWG in Pakistan: 
the institutionalized notion that women are inferior to men 
sets a precedent for these men to inflict violence upon women 
(both in an interpersonal and communal capacity).

VAW in Pakistan: A Due Diligence Analysis :
In general, due diligence has been used to hold States ac-

countable despite not actually being binding. When looking 
at due diligence for Pakistan specifically, although there have 
been no Special Rapporteur visits to assess the state of VAW 
in the country, the degree to which a general framework of due 
diligence has been followed can be inferred through analysis of 
research published by NGOs and news agencies.

To comply with the due diligence standard, a State must 
aim to prevent VAW from occurring as a whole. Former Spe-
cial Rapporteur Yakın Ertürk provided the general rule that 
by ‘adopting specific legislation, developing public awareness 
campaigns and training professionals,’ States can fulfill their 
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prevention obligations under the due diligence standard.⁴¹ 
Regarding national legislation, certain acts of violence such 
as acid attacks, honor killings, and forced marriage have been 
labeled a crime under Pakistani criminal law, with some even 
being punishable by the death penalty. An example is the 
Zahir Jaffer case. When 27-year-old Noor Mukadam was bru-
tally beheaded and raped by Zahir Jaffer, the Islamabad High 
Court (IHC) ruled for the death sentence and overturned the 
trial court’s 25-year jail term into the death penalty.⁴²

The existing legal system only deals with these major and 
specific violence cases without defining violence or violence 
against women under their Penal Code.⁴³ Even acts such as 
the ‘Protection of Women against Violence Act, 2016’ are 
only passed in large, urbanized provinces like Punjab, leaving 
those most vulnerable in the rural provinces of Balochistan or 
northern provinces of Khyber Pakhtunkhwa without any legal 
avenues for protection.⁴⁴,⁴⁵ In the context of international leg-
islation, although Pakistan has ratified CEDAW, it is one of 
many countries to have not ratified the Optional Protocol to 
CEDAW, and as a result, the complaint and inquiry mecha-
nisms into VAW are non-existent in the country.⁴⁶

On the point of public awareness campaigns, the gov-
ernment has made itself clear in its efforts to eliminate the 
continuance of VAW in Pakistan – it collaborated with UN 
Women in 2011 to launch a ‘One Million Signature Cam-
paign’ to ‘demand and say no to violence.’⁴⁷ Similarly, to reduce 
institutional barriers for rape victims and set a standard in 
training medical examiners working with rape survivors, the 
‘two-finger rape test’ was banned from determining virginity 
and consent in rape trials. As the newspaper, ‘Courting the 
Law’ stated:

“Until recently, rape survivors had to go to a medico-legal 
officer (MLO) for a physical examination after an incident of 
rape, where they had to go through the two-finger test to de-
termine their consent, virginity and moral standing, which was 
no less traumatic than the rape itself.”⁴⁸ The Anti-Rape (In-
vestigation and Trial) Ordinance, 2020 was also established to 
set up a national sex-offender registry as well as special courts 
to expedite the trial of violent sex crimes.⁴⁹

Moving further, when examining the country’s efforts on 
prosecution and punishment, there are differing perspectives 
of feminism that can be used to assess the effectiveness of 
prosecution redress in Pakistan. Liberal feminists argue from 
a solution-based approach, where prosecution and protection 
methods look like state-designed public campaigns or sensi-
tizing the police. In reality, this kind of approach is ineffective. 
In Andrew Byrnes and Eleanor Bath’s paper, ‘Violence against 
Women, the Obligation of Due Diligence, and the Optional 
Protocol to the Convention on the Elimination of All Forms 
of Discrimination against Women: Recent Developments,’ 
they highlight the case of Goecke v Austria, stating:

“[There was] a failure by public prosecutors to take domestic 
violence seriously as a threat to life, and their failure to request 
detention as a matter of principle in such cases; and a failure 
to collect data and maintain statistics on domestic violence.”⁵⁰

What the case showcases is not just the failure of the Aus-
trian Government to provide adequate bodies that respond to 

threats of sexual violence but also that the problem does not 
lie in the creation of avenues for help. It instead lies in the 
inherent problem that Mackinnon points out in her ‘Theo-
ry of a Feminist State’ that to stop rape; women need to be 
made less rapeable. In other words, the solution lies in altering 
the structure of the State entirely rather than working within 
the structure.⁵¹ Pakistan operates under the Liberal feminist 
approach to solving VAW, and consequently, prosecution and 
punishment for rapists or other perpetrators of VAW is slim 
to none, with the conviction rate of rapists estimated by War 
Against Rape to be less than 3%.⁵²

Lastly, when providing a remedy, even if a State is not di-
rectly responsible in a case of VAW, it is still required to 
compensate the victim of VAW. Opuz v. Turkey set a prece-
dent for this when the ECHR concluded that the State must 
compensate the victim because of the violence imposed by her 
husband and the State’s inability to prevent the violence.⁵³ In 
Pakistan, there are no compensation programs in place, so even 
though compensation is a necessary part of the national laws 
against rape, the burden is placed on the perpetrator to pay the 
compensation fee rather than the State. As a result, not only 
does the State not fulfill its obligation to victims of VAW, but 
sometimes it even hampers the administration of justice. In 
the case of Safdar Ali, who had been sentenced to 25 years 
in prison for rape, the payment of 750,000 PKR reduced his 
sentence from 25 to just 10 years, an unnecessary reduction 
given that compensation should be a requirement unrelated 
to the sentencing of the perpetrator. In most cases, the Lahore 
High Court noted that trial courts provided victims no com-
pensation at all, which means that the victim of violence has 
to shoulder the burden of relocation or medical fees.⁵⁴ Often, 
the stress of supporting themselves adds to the physical and 
emotional trauma they have been subjected to.⁵⁵

Ultimately, the State of Pakistan is hindered in its path to 
properly observing the due diligence standard. On a first lev-
el, the geopolitical climate of Pakistan is such that long-term 
policies for VAW are unlikely to be implemented as political 
parties come into and out of power (an indication of this is 
how no Prime Minister has ever completed their full term in 
Pakistan, making it difficult for competing parties to carry on 
the projects of the previous party in power).⁵⁶ Similarly, the 
cultural climate, as discussed in the Factual Analysis section of 
this paper, prevents actual legislation from coming into place 
and hinders the ability of trained officers (both men and wom-
en) to sympathize with victims of sexual violence. Even the 
ability to set up domestic abuse shelters or hotlines is limited 
in places such as Balochistan, where rugged valleys and moun-
tains do not allow for infrastructural development.
�   Conclusion
While numerous papers analyze the extent and manifesta-

tions of violence against women across the globe, barely any 
of them focus on the link between due diligence and VAW. 
Even fewer examine the specificity of the nature of violence 
in Pakistan, and as a result, much of the information non-gov-
ernmental organizations rely upon to help on-ground victims 
is derived from testimonials or news articles. Hence, it is rec-
ommended that future research focus on looking at the 
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intersecting relationships between factors such as culture and 
economic circumstances to understand the root enabler of 
VAW in Pakistan. Moreover, not enough literature exists ex-
amining the legal or political aspect of the government’s role in 
enabling perpetrators of VAW to go free, which would be use-
ful in understanding how to reinforce existing due diligence 
measures and create new policies to keep officials in check. 
Given the prevalent and severe nature of violence against 
women in Pakistan, this review concludes that on-ground 
victims would benefit from further research into the unique 
factors from which VAW stems, as well as an analysis of how 
the government could be held accountable under the due dili-
gence standard to ensure these factors do not persist. 
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ABSTRACT: Coronavirus disease 2019 (COVID-19) is an infectious disease caused by a novel coronavirus called SARS-
CoV-2. The disease first emerged in Wuhan, China, in December 2019 and quickly spread to become a global pandemic. Through 
this pandemic, one of the lessons learned is the importance of nutrition, which can substantially impact the prevention and 
severity of infections. Supplementing vitamins and minerals into a balanced diet may be beneficial in decreasing the risk of 
contracting COVID-19. This study intends to review published human clinical trials on the role of vitamins in preventing and 
treating COVID-19. Only randomized, double-blind, placebo-controlled clinical trials between 1 January 2020 and 1 June 2023 
are included, and 18 publications indexed in PubMed qualified. Through this study, it was determined that there is strong evidence 
to support the beneficial effects of Vitamin D3 in the treatment and prevention of COVID-19 if the vitamin is taken over 
multiple doses rather than a single high dosage and if the vitamin is taken during the early stages of COVID-19 infection. There 
is weaker evidence to support the beneficial effect of Vitamin C in the prevention and treatment of COVID-19.
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Vitamin D3.

�   Introduction
Since it was first reported in Wuhan, China, in Decem-

ber 2019, COVID-19 has quickly spread worldwide in a few 
months. On 31 December 2019, the World Health Organi-
zation (WHO) announced that SARS-CoV-2 is responsible 
for COVID-19, and on 11 March 2020, COVID-19 was de-
clared a global pandemic.¹ SARS-CoV-2 is a positive-sense, 
single-stranded RNA virus.²,³ The primary site of infection of 
COVID-19 is the respiratory system,⁴ although other organs 
can also be affected. The infection of COVID-19 typically pro-
gresses through up to five stages: (a) Incubation period, which 
can range from 2 to 14 days; (b) Early stage, the days when 
symptoms first appear, including fever, cough, fatigue, body 
aches, and loss of taste or smell; (c) Pulmonary phase, when the 
disease progresses to the lungs, leading to shortness of breath, 
difficulty breathing, and in severe cases, pneumonia, and acute 
respiratory distress syndrome (ARDS); (d) Hyperinflammato-
ry phase, where the immune system overreacts to the virus and 
causes damage to organs and can be fatal if it is not controlled 
well; (e) Recovery phase when the disease resolves within 2-3 
weeks with symptoms gradually improving over time. Not all 
infected individuals experience all five stages: people may ex-
perience mild symptoms and recover quickly. In contrast, other 
people are entirely asymptomatic and unknowingly transmit 
the disease to others.

Inadequate innate immune response in the first stages of 
COVID infection and immune-mediated damage due to the 
dysregulated hyperinflammatory phase are considered to be 
the significant determinants of poor outcomes in COVID-19 
patients.⁵ Some vitamins regulate gene expression in immune 

cells and support the maturation and differentiation of immune 
cells. Vitamins, including Vitamins A, B, C, D, and E, are well-
known for their role in modulating the adaptive and innate 
immune systems. Vitamin A has been shown to act as a T-cell 
effector, facilitating adaptive and innate immunity.⁶ The Vita-
min B family comprises a total of 8 vitamins, thiamine [B1], 
riboflavin [B2], niacin [B3], pantothenic acid [B5], pyridoxine 
[B6], biotin [B7], folate or folic acid [B9], and cyanocobalamin 
[B12]. They are essential to immune regulation and contrib-
ute to intestinal barrier function.⁷ Vitamin C is known for its 
antiviral properties, such as increasing interferon-alpha pro-
duction, modulating cytokines, reducing inflammation, and 
restoring mitochondrial function.⁸ These properties make it a 
common nutraceutical therapy for respiratory sickness. Vita-
min D3 is a secosteroid hormone that regulates many cellular 
mechanisms.⁹,¹⁰ The effects of Vitamin D3 on skeletal and 
bone metabolism have been well-recognized for decades. Only 
in the past 20 years has Vitamin D3 been demonstrated to have 
significant roles in regulating the immune response, oxidative 
stress, cancer biology, and the nervous system.¹¹-¹⁵ Vitamin E 
has also been demonstrated to be crucial in regulating and sup-
porting immune system function.¹⁶

There has been much interest in the potential role of vita-
mins in COVID-19. For instance, multiple studies have shown 
that there is a correlation between Vitamin D deficiency and 
increased risk for infectivity, morbidity, and mortality associ-
ated with COVID-19.¹⁷ In addition, when Vitamin C was 
administered to COVID-19 patients, it increased the survival 
rate of COVID-19 patients by attenuating excessive activation 
of the immune response.¹⁸ Given the low cost and easy access 
to these products, it would be a great benefit to consumers if 
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treatment through vitamins can supplement frequent hospital 
visits. 

The objective of the current study is to review high-quality 
published human clinical studies, specifically the randomized, 
double-blind, placebo-controlled trials, or the “gold standard” 
of clinical trials, to investigate the evidence for vitamin supple-
mentations (e.g., Vitamins A, B, C, and D) in the treatment 
and prevention of COVID-19.
�   Methods
Since the start of the COVID-19 pandemic, the publica-

tions related to “COVID-19” indexed in Pubmed mushroomed 
from 0 publications before the year 2020 to 93,703 publica-
tions in year 2020, 140,378 publications in year 2021, 129,276 
publications in year 2022, and 45,677 publications from 1 
January 2023 to 1 June 2023. To support global efforts to 
combat the COVID-19 pandemic, many publishers made 
their COVID-19-related publications available for free. This 
includes many articles indexed in PubMed, a free biomedical 
and life sciences literature search engine. This policy, which 
made these publications available and accessible for all, has 
made this review possible.

A PubMed search using keywords “COVID-19” and “Vita-
min” generated 2762 hits on 1 June 2023. From this list, using 
PubMed’s filter choice “Randomized Controlled Trial,” the list 
was narrowed down to 67 publications. These 67 studies were 
used for initial screening. Each article was downloaded and 
examined for its study design. Only randomized, double-blind, 
placebo-controlled studies were included; ClinicalTrials.gov 
was used to verify when the descriptions of the published trials 
were unclear. 

Furthermore, only studies related to vitamins/supplements/
nutrients were included. Trials with commercial combinations 
of ingredients that are not clearly listed or with over-the-
counter medications were excluded. Dietary survey studies 
were also excluded. As a result, a total of 18 studies satisfied 
the inclusion criteria and were included in our analysis (Figure 
1).

�   Results and Discussion
Each of these 18 randomized, double-blind, placebo-con-

trolled studies is summarized in Table 1¹⁹-³⁶, with details on 
the date of the publication, “Number of Subjects” in each 
group, the dosage of vitamin “Interventions” that each group 
took, and the duration of the intervention, the major finding 
“Results” from the study, and the Registration “ID” of the 
study at ClinicalTrials.gov.

Table 1: Randomized, double-blind, placebo-controlled clinical studies on 
Vitamin interventions for Covid-19.                           

Figure 1: Research studies selection process.                           
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Vitamin D3's Role in COVID-19:
The role of Vitamin D3 in COVID-19 has been of great in-

terest to the scientific community. Multiple studies have shown 
a correlation between positive COVID-19 cases and Vitamin 
D deficiency. For example, one 2020 study evaluating the 
National Clinical Laboratory Database of the United States 
observed that out of 191,779 patients who tested positive for 
SARS-CoV-2 showed lower circulating Vitamin D concentra-
tions.³⁷ Another 2020 study showed that hospitalized Korean 
patients with COVID-19 were three times more likely to be 
Vitamin D deficient than the control group.³⁸ A 2020 Israe-
li study showed that patients with Vitamin D deficiency had 
approximately 1.5 times higher odds of getting COVID-19 
than patients with normal Vitamin D levels.³⁹ A 2021 Spanish 
study on COVID-19 patients showed that Vitamin D defi-
ciency was approximately 1.7 times more prevalent in patients 
with COVID-19 than those without the disease.⁴⁰ These stud-
ies suggest a link between low Vitamin D levels and increased 
COVID-19 susceptibility in different populations. 

Vitamin D3 is an essential nutrient that plays a crucial role in 
supporting a healthy immune system. Research has shown that 
Vitamin D3 helps boost the immune system's ability to fight 
infections. It has been suggested that Vitamin D3 may reduce 
the risk of respiratory tract infections, including COVID-19, 
by enhancing immune function. In addition, Vitamin D3 has 
been shown to have anti-inflammatory effects by inhibiting 
the overexpression of inflammatory cytokines such as IL-1α, 
IL-1β, and tumor necrosis factor-α—which may be particu-
larly important in COVID-19 since severe cases of the disease 
are often characterized by an overactive immune response and 
inflammation.¹⁸ These mechanisms may have provided the 
basis for the observed benefits in the human clinical studies 
reviewed in this study and supported the use of Vitamin D3 to 
prevent and treat COVID-19.

Among the 18 randomized, double-blind, placebo-con-
trolled studies which qualified for review,¹⁹-³⁶ 12 of them 
used Vitamin D3 only,¹⁹,²¹,²⁴,²⁵,²⁷,³⁰-³⁶ and 1 used a composi-
tion of Vitamins A, B, C, D, and E.²⁹ Among the 13 studies 
investigating the effect of Vitamin D3 on the infection rate, 
duration of the hospital stays, the severity of the symptoms, 
and the mortality resulting from COVID-19, a total of 8 
studies reported statistically significant benefits of the vitamin 
conditions compared to the placebo group,¹⁹,²⁴,²⁷,²⁹,³⁰,³³,³⁴,³⁶. 
In comparison, four studies did not demonstrate a statistically 
significant difference compared to outcomes from the placebo 
group.²¹,²⁵,³²,³⁵ The last one of the 13 studies showed an over-
all lower trend for hospitalization, intensive care unit duration, 
need for ventilator assistance, and mortality in the Vitamin D3 
group compared to the placebo group. However, the differences 
were not statistically significant.³¹ Seven of the eight positive 
studies used Vitamin D3 as the single intervention, with doses 
ranging from 2000 to 60,000 IU and the duration of the treat-
ment from 7 days to 9 months.¹⁹,²⁴,²⁷,³⁰,³³,³⁴,³⁶ Although the 
outlier of the eight studies, which used a single dosage of Vita-
min D3, showed a significant benefit, its treatment contained 
a composition of Vitamins A, B, C, D, and E: 25,000 IU daily 
of vitamins A, 600,000 IU once during the study of D, 300 IU 

twice daily of E, 500 mg four times daily of C, and one amp 
daily of B complex for seven days.²⁹ Interestingly, among the 
four studies that did not show a statistically significant differ-
ence, two of them used a single high dose of 200,000 IU and 
500,000 IU.³²,²¹ Evidently, single doses of Vitamin D3, even 
at extremely high doses such as 500,000 IU, do not produce 
a significant benefit. Among the other two studies, one used 
a daily dose of 400 IU (10 mcg) for six months, and the other 
used a daily dose of 10,000 IU for 14 days.²⁴,³⁵ Interestingly, 
the latter study was given to patients with a very severe level 
of COVID-19, who were admitted to the ICU and had to be 
on respiratory support.³⁵ The dose was 10,000 IU and given 
over 14 days, and it did not show any difference in the severity 
of the condition. Although the study was underpowered and 
had some limitations, it nonetheless suggests that Vitamin D3 
might need to be taken at an early stage of COVID-19 infec-
tion rather than a later stage.

These studies suggest that taking Vitamin D3 at a dosage 
higher than 2000 IU consistently for an extended period, such 
as 1-2 months, may be beneficial in preventing infection and 
reducing hospital stays, the severity of symptoms, and fatali-
ty of people with COVID-19 if it is taken at early stages of 
COVID-19 infection. These studies also indicate that a single 
high dosage of Vitamin D3 is not adequate. It may also be 
beneficial to take Vitamin D3 with other vitamins to have a 
synergistic effect. Future research should investigate whether 
Vitamin D3 has a dose-dependent effect on COVID-19 pro-
gression and the mechanism for Vitamin D3’s beneficial effects 
during COVID-19 infection. Additionally, as most of these 
studies have a small sample size (e.g., 15-299 participants in 
the Vitamin D group), future studies should also include larger 
numbers of patients to improve the statistical power and valid-
ity of the studies.

Vitamin C's Role in COVID-19:
Vitamin C is known to play a role in the immune system, 

as it is a powerful antioxidant and a cofactor for multiple bio-
synthetic and gene regulatory enzymes.⁴¹ Some studies have 
suggested that it may help reduce the severity and duration of 
respiratory infections, including those caused by coronaviruses. 
However, while Vitamin C is an important nutrient for overall 
health and immune function, our analysis shows that there is 
not enough evidence to support the beneficial role of Vitamin 
C in treating or preventing COVID-19.

Among the 18 studies included in the review, three studies 
tested the effect of Vitamin C on COVID-19. One of these 
studies used a formulation of Vitamin C and other drugs.²⁶ 
In contrast, the other two used only Vitamin C.²³,²⁸ The first 
study gave ArtemiC (a formulation of Vitamin C with arte-
misinin, curcumin, and frankincense) or a placebo oral spray 
to 50 random hospitalized symptomatic COVID-19 patients. 
Besides standard hospital care, the treatment was given twice 
daily on days 1 and 2. Patients were then monitored until they 
were discharged from the hospital on day 15. Results showed 
that the Vitamin C formula improved symptoms in 91% of 
patients and shortened durations of abnormal SpO2 levels, ox-
ygen supplementation, and fever.²⁶ The second study examined 
the effect of daily supplementation of 500 mg of Vitamin C 
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for 14 days on the pathological parameters and survival du-
ration of critically ill patients with COVID-19. This study 
found that Vitamin C supplementation resulted in a higher 
mean survival duration than the control group (8 vs. 4 days, 
p<0.01).²⁸ Conversely, the third study—in which groups of 
patients with mild-to-moderate symptoms of COVID-19 
infection were given either 1000mg of Vitamin C, 10mg of 
melatonin, or a placebo for 14 days—showed that 1000 mg of 
Vitamin C taken once daily had no effect on disease progres-
sion and quality-of-life in patients.²³ 

These studies indicate that consistent Vitamin C intake may 
provide limited benefits for people with COVID-19. Howev-
er, further studies of Vitamin C for COVID-19 infection are 
needed to clarify whether Vitamin C can benefit COVID-19 
prevention and treatment. It is also important to investigate 
if Vitamin C has a dose-dependent effect on COVID-19 
progression since this analysis shows that a 500 mg/d sup-
plementation of Vitamin C showed promising results. Still, a 
1000 mg/d supplementation of Vitamin C showed no signif-
icant difference despite taking place with the same number 
of days as the former study (14 days). Since the studies were 
performed with a small group of participants (e.g., 32-33 par-
ticipants in the Vitamin C group), a well-powered study with 
a larger sample size would be needed to have a more precise 
conclusion.

Vitamin A and B 's Role in COVID-19:
Vitamin A is a fat-soluble vitamin important for growth and 

development, the immune system, vision, reproduction, and 
proper organ function. It is commonly found in many foods 
like dairy products and leafy vegetables, making it a common 
vitamin in an individual’s everyday diet.⁴² Vitamin A deficien-
cy can lead to an increased risk of severe infections because the 
infection increases the demand for Vitamin A.⁴³ This suggests 
that Vitamin A may be a factor in helping in the prevention 
of infections like COVID-19. Furthermore, it seems that Vi-
tamin A may also have a role in decreasing some COVID-19 
symptoms. One study (out of the 18 studies reviewed) evalu-
ated the effect of Vitamin A supplementation in patients with 
COVID-19 and found that a daily oral dose of 25,000 IU of 
Vitamin A for ten days with standard COVID-19 treatments 
decreased symptoms—such as fever, body ache, weakness, and 
fatigue—significantly more as compared to the standard treat-
ment alone (P < 0.05).²² Despite the promising news, only one 
study showed these results, and the condition of the patients 
was not directly supervised as the study used a sample from 
an outpatient health center. Hence, further research is need-
ed to verify the beneficial role of Vitamin A in COVID-19 
treatment. 

Vitamin B consists of eight water-soluble vitamins and 
is also found in everyday food items like dairy products and 
green leafy vegetables. It promotes energy production in the 
body and acts as a critical cofactor for neurological and cellular 
metabolic pathways.⁴⁴ Vitamin B3, specifically, is used by the 
body to digest food into energy and helps keep an individual’s 
nervous system, digestive function, and skin healthy.⁴⁵ Limited 
evidence has indicated that Vitamin B3 does not play a sig-
nificant role in alleviating the effects of COVID-19. Out of 

the 18 studies, one study tested the effects of Vitamin B3 on 
COVID-19 by using 100 mg of Vitamin B3 5 times a day for 
two days in patients with ordinary or severe COVID-19. This 
study found no statistically significant difference in the effect 
of Vitamin B3 in COVID-19 patients versus placebo.²⁰ Al-
though this study reported no statistically significant observed 
effects, further research on Vitamin B3 is necessary to clarify 
its potential role in COVID-19 prevention and treatment.
�   Conclusion
Our study reviewed all qualified, double-blind, placebo-con-

trolled publications indexed on Pubmed from 1 January 2020 
to 1 June 2023 for the roles of vitamins in COVID-19 pre-
vention and treatment. Our review suggests that high doses 
of Vitamin D (over 2000 IU) given over an extended peri-
od of time (at least six weeks) to patients at the early stages 
of COVID-19 infection were found to have a beneficial role 
in preventing infection, improving quality-of-life, and reduc-
ing symptoms, the duration of hospital stay, and mortality. A 
single high dose of Vitamin D does not significantly benefit 
these areas. Vitamins C and A appear to have a limited ben-
eficial role in COVID-19 treatment, and we found little to 
no evidence for the role of Vitamin B3 or other vitamins in 
COVID-19 treatment. Although combinations of vitamins 
and other ingredients may provide some synergistic benefits, 
further “gold standard” research of specific combined formu-
las is needed to verify these results. One of the limitations of 
these studies involves small sample sizes, which limits the sta-
tistical power and significance of the conclusions. Thus, this 
needs to be addressed in future studies with larger sample siz-
es. In addition, mechanisms of action need to be hypothesized 
and further investigated. If sufficient clinical evidence can be 
generated to support the role of vitamins in COVID-19 pre-
vention and treatment, a case could be made for incorporating 
vitamins into treatment guidelines for COVID-19. This could 
reduce or alleviate this infectious disease's global burden. Ad-
ditionally, since many of these vitamins are easily accessible to 
consumers at a reasonable price, using vitamins in COVID-19 
prevention and treatment can help reduce the number of hos-
pital visits and the cost of treating COVID-19 infections.
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ABSTRACT: Metal-organic frameworks (MOFs) are a rising family of compounds consisting of metal ions (nodes) linked 
with organic ligands (linkers) to form crystalline structures. Among various methods, an accessible and convenient method with 
household appliances was adopted to produce the HKUST-1, a type of MOF synthesized using copper (II) acetate monohydrate 
and 1,3,5-benzenetricarboxylic acid. The mechanochemical synthesis method, which involved a solvent-free ball-milling 
technique, was utilized in this study through a mortar and pestle. After the synthesis of HKUST-1, its adsorption capacity of 
CO₂ was obtained. Then, the HKUST-1 sample was regenerated by heating it in a toaster oven. Finally, the morphology of the 
synthesized HKUST-1 sample was characterized by scanning electron microscopy (SEM). Our experimental results confirmed 
that the HKUST-1 with CO₂ adsorption capacity could be synthesized through a convenient and mechanochemical method.

The significance of this research lies in the potential impact of an accessible and environmentally friendly synthesis method, 
which requires no solvents and avoids the need for high-energy laboratory equipment. Additionally, the study reveals the promising 
CO₂ adsorption capacity of the mechanochemically synthesized HKUST-1. Despite the observed minimal CO₂ adsorption, this 
study establishes the groundwork for further exploration of low-cost and high-productivity MOF synthesis using the accessible 
mechanochemical approach.

 KEYWORDS: Chemistry; Metal-Organic Frameworks (MOFs); HKUST-1; Mechanochemical Synthesis; Carbon dioxide; 
Desorption; Regeneration; Global warming.

�   Introduction
As a family of compounds, metal-organic frameworks 

(MOFs) are made of metal ions (nodes) linked with organ-
ic ligands (linkers) to form crystalline structures. MOFs have 
rapidly emerged in the research field with a wide range of ap-
plications. Due to their high adsorption capacity, large surface 
area, tunable porosity, hierarchical structure, and recyclability, 
MOFs can be readily employed in various applications, includ-
ing analyte capture and separation, catalysis, sensors, photo/
electromagnetics, and biomedical areas.¹ As a popular and 
versatile MOF, the HKUST-1 has been used for gas storage, 
especially for hydrogen and methane, due to its porous struc-
ture. Furthermore, due to its strong affinity for CO₂ and NH₃, 
the HKUST-1 can remove the two toxic gases in polluted air 
or flue gases. Among various types of MOFs, the HKUST-1 is 
the focus of this study.

The chemical formula of HKUST-1 is Cu(OAc)₂ H₂O. 
Consisting of dimeric metal units, the HKUST-1 has a central 
pair of Cu²+ ions coordinated by benzene-1,3,5-tricarboxylate 
linker molecules.² The “paddlewheel” unit is commonly used 
to describe the coordination of the metal center, as shown in 
Figure 1.  

The National Aeronautics and Space Administration 
(NASA) reported that the Earth’s average surface temperature 
has risen by 1.11 °C (approximately 2 °F) since the late 19th 
century from global warming.⁴ The primary source of green-
house gas emissions comes from CO₂ produced from burning 
fossil fuels, and there is an urgent need to find a solution. 

The CO₂ removal process is often done by adsorption, which 
involves transferring fluid molecules from a fluid to the surface 
of a solid.⁵ Due to the three-dimensional structure, porosity, 
and high surface area per unit volume (specific surface area), 
the HKUST-1 is especially favorable for gas storage and re-
moving toxic gases, including greenhouse gases.⁶

Figure 1: Molecular geometry of HKUST-1.3                            
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The HKUST-1 can be synthesized by various methods, 
including hydrothermal,⁷ sonochemical,⁸ electrochemical,⁹ 
and microwave-assisted¹⁰ techniques. However, most of the 
HKUST-1 has been exclusively synthesized on small scales by 
conventional electrical heating through hydrothermal or sol-
vothermal techniques, which may involve a high-pressure and 
high-temperature chemical reaction that requires relatively 
high energy. 

This study proposes a novel approach to synthesize 
HKUST-1 with desired adsorption capacity in less than 30 
mins. As a mechanical technique that grinds powders into 
fine particles and blends different materials, mechanochemical 
synthesis can be considered a “green” method and can synthe-
size MOFs in a short time.¹¹ In addition, mechanochemical 
synthesis is also a highly accessible method, as it only uses 
rotational energy instead of requiring high-energy laborato-
ry equipment and often does not require any solvent. In this 
study, the HKUST-1 was mechanochemically synthesized 
through a ball-milling method with household appliances, in-
cluding a mortar and pestle. The adsorption and desorption 
capacities of the mechanochemically synthesized HKUST-1 
were verified by heating it in a toaster oven at 140 °C.¹² This 
fast, simple, and convenient synthesis method described in the 
present work is solvent-free, environmentally friendly, and 
economically feasible, demonstrating its potential for further 
research and development.
�   Methods
The copper (II) acetate monohydrate (95%, Co, extra pure 

grade) was purchased from Samchun Chemical Co., and the 
trimesic acid (or 1,3,5-benzenetricarboxylic acid, 95%) was 
purchased from Sigma Aldrich Co. The CO₂ gas was pur-
chased in ≥99.9% CO₂ gas cylinders from Sodastream.

Synthesis:
The chemical reaction of the HKUST-1 synthesis can be 

described by Equation 1. In this study, 2.802 g of H3BTC 
and 3.993 g of copper (II) acetate (corresponding to a mole 
ratio of 2:3) were measured using a high-precision analytical 
lab scale (500 × 0.0001 g). All chemicals were measured with 
weighing papers before being placed in the mortar grinder. Ta-
ble 1 in Results and Discussion summarizes that the reactants 
were ground with a pestle for 30 min with any changes record-
ed every 5 min. The same synthesis procedure was repeated 
to examine whether washing the product with an ethanol/
water mixture (1:1 v/v) could improve the corresponding ad-
sorption capability by removing any impurities trapped in the 
three-dimensional structure of the HKUST-1. After being 
washed with an ethanol/water mixture, the HKUST-1 was 
vacuum-filtered and dried in an oven at 100 ℃ under vacuum 
conditions, as shown in Figure 2.

The choice of mechanochemical synthesis through a mortar 
and pestle was motivated by the goal of developing an acces-
sible and environmentally friendly method. Mechanochemical 
synthesis is known for its simplicity, efficiency, and reduced re-
liance on hazardous solvents, making it an ideal candidate for 
green synthesis. Additionally, using household appliances like 
a mortar and pestle made the process easily replicable, even in 

non-laboratory settings, thereby democratizing the synthesis 
of MOFs.¹³

The decision to examine the effects of washing the 
HKUST-1 product with an ethanol/water mixture (1:1 v/v) 
was driven by the intention to improve the material's adsorp-
tion capabilities. The washing process was hypothesized to 
remove any impurities or residual reactants trapped within the 
three-dimensional structure of the HKUST-1, thereby en-
hancing the material's overall adsorption capacity.¹³

Equation 1: Balanced chemical equation of HKUST-1 syn-
thesis reaction.

The third sample was produced using the traditional mech-
anochemical synthesis method with the ball-milling machine. 
The reactant chemicals were placed in a wide-mouth bottle 
(made of HDPE) with zirconia balls before being ball-milled 
at 300 rpm overnight without solvent using the WiseMix Ball 
Mill machine.

Adsorption:
Before testing the ability to adsorb CO₂, the HKUST-1 

sample was initialized by heating it in a toaster oven for 30 
min. This process can remove CO₂ or N₂ molecules that may 
have already been adsorbed onto the HKUST-1 surface from 
the laboratory environment. After initialization, 1 g of the 
HKUST-1 sample was placed into a 20 mL vial.

The adsorption process of CO₂ molecules by the HKUST-1 
was carried out in a mason jar with a lid containing a straw 
hole. CO₂ was supplied into the mason jar using a Sodastream 
machine through the straw, shown in Figure 3. Specifically, 
CO₂ was supplied for 1 h to ensure that the HKUSK-1 sample 
absorbed CO₂ in a closed environment. The mass of the sam-
ple was recorded after being placed in a CO₂-filled jar for 1 h.

Figure 2: Experimental setup of the vacuum-filtering procedure after 
HKUST-1 synthesis.                              
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The morphology of the prepared HKUST-1 samples was 
characterized using the SEM, Verios G4UC, and Thermo 
Fisher Scientific), as shown in Figure 5. During the mecha-
nochemical synthesis process, some limitations and challenges 
were encountered, as evident from the SEM images showing 
inconsistent and uneven distributions of particle sizes and mor-
phologies. These variations in crystal growth and morphology 
could be attributed to the mechanical energy input during the 
grinding process. As the reaction progressed, the mechanical 
forces applied to the particles might have led to differences in 
crystal nucleation and growth rates, resulting in the observed 
inconsistencies. Understanding and controlling these factors 
could be crucial for achieving more uniform particle sizes and 
improving the material's adsorption performance.

Another potential limitation is the use of a ball-milling ma-
chine for the third sample synthesis. While the ball-milling 
technique is effective for mechanochemical synthesis, the use 
of specialized equipment may not be as accessible or conve-
nient as the mortar-and-pestle approach. Consequently, this 
could limit the scalability and practicality of the synthesis 
method for larger-scale production or home-based synthesis.

Three samples, including two mortar-ground samples and 
one ball-milled sample, adsorbed an average of 0.380 g of CO₂, 
as depicted in Figure 6 and summarized in Table 2. Figure 
6 illustrates the mass of adsorbed CO₂ per unit mass of the 
HKUST-1 during the heating process. The HKUST-1 sam-
ples were regenerated after adsorption and can be reused for 
later adsorption. The ball-milled HKUST-1 sample washed 
with ethanol/water exhibited the highest CO₂ adsorption. At 
the beginning of heating, all three samples desorbed a signif-
icant amount of CO₂ to go through the regeneration process. 

Desorption:
After the adsorption process, the HKUST-1 was regenerat-

ed by heating the sample in the toaster oven again to remove 
the CO₂ molecules adsorbed on the surface of the HKUST-1. 
For the regeneration of HKUST-1, the sample was heated in 
the toaster oven at 150 ℃ for 30 min while recording the sam-
ple mass every 5 min.
�   Results and Discussion
Observations were recorded during the reaction, as sum-

marized in Table 1. Before the reaction, the reactants were 
bright blue with no odor. After mortar grinding for 5 min, an 
unpleasant smell started to form, with the color changed to 
less bright blue. After 10 min, a weak acidic smell was found, 
although the color still remained light blue. After reacting for 
25 min, a strong acidic smell started to become noticeable with 
the occurrence of smoke. The same situation remained till the 
end of the grinding period after 30 min. Figure 4 exhibits the 
pictures of the HKUST-1 during and after the synthesis pro-
cess by mortar-grinding.

Figure 3: Experimental setup of the CO₂ adsorption process.                              

Figure 4: Photographs of the HKUST-1 after mortar-grinding for (a) 5 
min, (b) 10 min, (c) 15 min, (d) 20 min, (e) 25 min, and (f ) 30 min.                              
Table 1: Observations during the mechanochemical synthesis of HKUST-1.                              

Figure 5: SEM images of the HKUST-1 samples.                              
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As time passed, the desorption rate decreased, as shown by 
the decrease in the mass of remaining CO₂ in the samples.

As summarized in Table 2, the ball-milled sample exhib-
ited the least amount of remaining CO₂ at the end of the 
heating process. This indicates supreme “reversibility” for the 
adsorption/desorption process as the heated HKUST-1 can 
be reused to adsorb CO₂ again. However, the ball-milled sam-
ple was different from the other two HKUST-1 samples since 
it utilized the ball-milling machine. In addition, the ethanol 
washing process included vacuum-filtering and -drying in the 
oven overnight, which required an additional energy input 
compared to the mortar-ground samples without washing.

Considering the amount of energy input in the washing 
process, the additional adsorbed CO₂ seems insignificant be-
cause all three samples resulted in a percent regeneration of 
over 90%. Although the washing and ball-milling process can 
result in different adsorbed CO₂ amounts and CO₂ removal 
rates, the two samples were not synthesized in an environ-
mental-friendly way. From the results, the synthesis of other 
MOFs may be further explored through mechanochemical 
synthesis using a mortar grinder, as it can yield low-cost and 
high-productivity synthesis compared to traditional hydro-
thermal methods.

Furthermore, it should be noted that while the CO₂ ad-
sorption capacity of the mechanochemically synthesized 
HKUST-1 was promising, the adsorption amount appeared 
relatively low compared to other reported MOFs. This could 
be attributed to the morphological inconsistencies observed 
in the SEM images, which might have affected the material's 
overall adsorption performance. Addressing these inconsisten-
cies and optimizing the synthesis method could potentially 
lead to higher CO₂ adsorption capacities.

Despite these challenges, the mechanochemical synthe-
sis method still holds great potential as an environmentally 
friendly and accessible approach for MOF synthesis. By fur-
ther investigating the underlying mechanisms of crystal 
growth during mechanochemical synthesis and optimizing 
the reaction conditions, researchers can overcome these lim-
itations and develop more efficient and reproducible synthesis 
procedures.
�   Conclusion
The successful synthesis of HKUST-1 through an accessible 

and environmentally friendly mechanochemical method holds 
significant implications for the field of metal-organic frame-
works (MOFs) and gas capture technologies. The utilization 
of household appliances, such as a mortar and pestle, in the 
synthesis process, demonstrates the potential for low-cost and 
easily scalable production of MOFs with desirable proper-
ties. By avoiding the need for high-energy and high-pressure 
reactions, this green synthesis method presents an attractive 
alternative to traditional solvothermal approaches, which often 
involve energy-intensive processes and the use of hazardous 
solvents.

The observed CO₂ adsorption capacity of the mechano-
chemically synthesized HKUST-1 adds to its potential as a 
practical material for addressing greenhouse gas emissions. 
Despite the morphological inconsistencies observed in the 
SEM images, the high percentage of regeneration after de-
sorption indicates the material's ability to be reused efficiently 
for gas capture applications. This suggests that the adsorption 
and desorption properties of the MOF can be effectively tuned 
and optimized through further research and development.

Furthermore, the exploration of other MOFs using the 
mechanochemical synthesis approach with a mortar grinder 
or other household equipment presents an avenue for future 
research. Different metal ions and organic ligands could be 
utilized to synthesize a wide range of MOFs with diverse 
properties and functionalities. By systematically studying the 
effects of various reaction conditions, grinding times, and 
precursor ratios, researchers can identify novel MOFs with 
enhanced adsorption capacities for different gases, making 
significant contributions to gas storage and separation tech-
nologies.

The accessible and straightforward nature of the mecha-
nochemical synthesis method makes it a feasible option for 
home-based synthesis of MOFs, democratizing the process 
and encouraging more widespread interest in the field. This 
could foster a community-driven approach to MOF research, 
allowing individuals to contribute to solving real-world chal-
lenges related to greenhouse gas emissions and environmental 
pollution. The accessible synthesis method presented in this 
study could pave the way for innovative research and advance-
ments in the field of MOFs, making significant contributions 
to the ongoing efforts to combat climate change and improve 
air quality.
�   Acknowledgments
We want to thank our parents for their continuous support, 

which enabled us to navigate our first research paper writing 
process.

Figure 6: Mass of adsorbed CO₂ by unit mass of the HKUST-1 sample.                              

Table 2: Mass of adsorbed and desorbed CO₂ per unit mass of HKUST-1 
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ABSTRACT: Game theory studies interactive decision-making, where the outcome for each participant or player depends on 
the actions of all. Quantum game theory introduces new strategies and outcomes that are impossible in classical game theory, 
hence it is generally advantageous over classical game theory. One of the games in which quantum features add advantages to 
strategies and winning possibilities is the 3x3 tic-tac-toe. Here, we study the quantum 4x4 tic-tac-toe, a new tic-tac-toe model 
that incorporates quantum strategies into the classical 4x4 tic-tac-toe. This paper reviews some winning strategies and properties 
of the quantum 4x4 tic-tac-toe.

 KEYWORDS: Computer Science, Classical Game Theory; Quantum Game Theory; Superposition; Entanglement; 
Measurements, Tic-Tac-Toe.

�   Introduction
Game theory is a framework for understanding choice in 

situations among competing players. It can help players reach 
optimal decision-making when confronted by independent and 
competing actors in a strategic setting and apply to disparate 
disciplines such as mathematics, psychology, and philosophy.¹

The basic principle of game theory is the abstract and deduc-
tive model of policy-making. It does not describe how people 
actually make decisions but rather how they would make de-
cisions in competitive situations if they were entirely rational. 
Game theory has a direct association with human interaction, 
and it aims at the maximization of profit or the rationalization 
of decisions.² This theory analyses a player’s decision-making 
based on how they expect other players to make a decision. In 
other words, we can say that it helps in determining optimal 
rational choices given a set of circumstances.³

The fundamental tenet of traditional game theory is that 
players have consistent preferences and are rational. Partici-
pants can get an optimal scheme under the given circumstances. 
Standard game theory assumes that each actor is perfectly ra-
tional and always acts in their best interest.⁴

Classical game theory states that individuals involved in a 
game are interrelated, as one’s decision affects others and is also 
affected by others. Therefore, no one in the game can control 
the result completely, and no one is completely isolated from 
others. In addition, individuals in the game are rational de-
cision-makers, which means they should make decisions that 
will maximize their expected payoff. Because of the interde-
pendency of players, a rational decision must be made based on 
anticipating other players’ actions.⁵

With the development of quantum computing, David 
A. Meyer was the first to merge quantum computing with 
game theory in 1999. Meyer applied general quantum algo-
rithms to find a better strategy that improves the expected 
payoff of individuals. He generated a quantum strategy that 

proved to be always at least as good as the classical strategies. 
This discovery thus serves as a foundation for a new chapter 
of game theory – quantum game theory.⁶ Since then, many 
mathematicians, physicists, and economists have explored 
this area by constructing quantum versions of classical game 
theory models. Quantum game theory allows the study of in-
teractive decision-making by players with access to quantum 
technology. This technology can be used both as a quantum 
communication protocol and to randomize players’ strategies 
more efficiently than in classical games.⁷

In this paper, I will evaluate the concepts of game theory and 
further review the differences between classical game theory 
and quantum game theory based on strategies, concepts, rules, 
and properties. First, this comparison will be made with the 
help of the comparison between classical 3x3 tic-tac-toe and 
quantum 3x3 tic-tac-toe. Then, I will further evaluate classi-
cal 4x4 grid tic-tac-toe to propose a new model of a game of 
quantum 4x4 grid tic-tac-toe, which incorporates quantum 
strategies and rules into classical 4x4 grid tic-tac-toe.
�   Discussion
Game Theory:
Game theory concepts provide a mathematical framework 

to formulate, structure, analyze, and understand such game sce-
narios. It provides applicable mathematical models and tools 
to understand the possible strategies that agents may follow 
when competing or collaborating in games. In game theory, a 
strategic interaction is defined as a game, and those involved in 
the decision-making are called the players, who are assumed to 
act rationally.⁸

Classical Game Theory:
Classical game theory studies games where players simul-

taneously or sequentially move, bet, or strategize. As a result, 
players often need to learn more about the rules, properties, 
and strategies of the game. Players of these games are more 
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likely to depend on prediction and assumptions for their suc-
cessive moves in the game.⁹

The prisoner’s dilemma is one of the most popular examples 
of game theory. Suppose two people, Prisoner-A and Prisoner 
B, are arrested for committing a crime. However, the prosecu-
tor still needs proper evidence to decide their conviction. To get 
the confession from the prisoners, they are questioned in two 
different rooms. Both the prisoners are separated, and there is 
no communication between them. The officials propose some 
deals to both the prisoners. According to the deals, if both 
prisoners confess the crime, they will receive a prison sentence 
of five years. If the prosecutor receives a confession from Pris-
oner-A, but a denial from Prisoner-B, then Prisoner-A will 
receive a three years prison sentence, while Prisoner-B will be 
freed. The same holds true in the case where Prisoner-B con-
fesses to the crime, but Prisoner-A denies it. If both do not 
confess, they will receive two years of prison.⁹

From all of the given deals, the most favorable one is that 
neither of the prisoners confess, as they receive the lesser 
punishment (two years of imprisonment) in this case only. 
However, the problem is that the prisoners do not know each 
other’s strategies; they are not certain whether the other pris-
oner will confess. The prisoners are likelier to choose the deal 
that is best for their own interest but worse for both of them 
collectively.⁹

The repeated prisoner’s dilemma is a game in which trust 
and cooperative behavior is established if the game is played 
several times, instead of non-cooperation if it is played one 
time. The expression ‘Tit for Tat’ is considered the best solu-
tion for repeated prisoner’s dilemma as per the game theory. 
The concept of Tit for Tat was presented by an American 
mathematical psychologist, Anatol Rapoport, who stated that 
the players would likely not cooperate if provoked. At the same 
time, they are likely to cooperate if unprovoked.⁹

One of the most popular strategies for this game is based 
on this concept, where the player starts by cooperating, then 
copying whatever the other player did in the last move. Tit for 
Tat is similar to the philosophy of “an eye for an eye,” where 
the punishment matches the crime. If someone defects against 
you, then immediately defect against them. If they start coop-
erating again, then you start cooperating again too.¹⁰

As Tit for Tat starts by cooperation and then copies the oth-
er player’s last move, it can give the illusion of trust to the 
opponent as it is always cooperating initially. However, it can 
immediately switch to working against the opponent if there 
is any suspicion of betrayal. This adaptability is a solid strategy. 
However, one of the cons of this strategy is that it plays to 
tie, not to win. Amongst Prisoner’s Dilemma fans, Tit for Tat 
was considered the best strategy for a couple of decades, as it 
generally does better than other strategies in the long run.¹⁰

While discussing game theory, there are some important 
terms to keep in mind that are used recurringly. These include 
the N-person game theory, the zero-sum game, the optimal 
strategy, the minimax principle, and the Nash equilibrium.¹¹

The N-person game theory provides a logical framework for 
analyzing contests with more than two players or sets of con

flicting interests-anything, from a hand of poker to the tangled 
web of international relations.¹¹

A zero-sum game is a term used in game theory to describe 
both real games and situations of all kinds, usually between 
two players or participants. The gain of one person is equal 
to the loss of the other, due to which the net sum is zero. For 
instance, if a person plays a single game of rock-paper-scissors 
with someone else, one person will lose, and one person will 
win. The win (+1) added to the loss (-1) equals zero.¹¹

A player's strategy set defines what strategies they can play. 
A player has a finite approach set if they have several discrete 
strategies. For instance, a game of rock-paper-scissors com-
prises a single move by each player, and each player’s move is 
made without the knowledge of the others, not as a response, 
so each player has a finite strategy set (e.g., rock, paper, and 
scissors).¹¹

An optimal strategy maximizes a player’s expected payoff. 
The two players of a matrix game carry out one of the pairs 
of mixed strategies. Each player adjusts their strategy to min-
imize the maximum loss that an opponent can inflict. In the 
finite case, the normal form for such a game is a matrix, where 
each row represents one of Player 1's strategies, and each col-
umn represents one of Player 2's strategies.¹¹

The minimum-maximum (min-max) theorem is a deci-
sion-making condition used to calculate the optimal move. 
The condition evaluates the minimum loss and maximum 
profit.¹¹

The Nash equilibrium is when each player is assumed to 
know the equilibrium strategies of the other players, and no 
player has anything to gain by changing only their own strat-
egy. It is a concept that determines the optimal solution in a 
non-cooperative game in which each player lacks any incentive 
to change their initial strategy. Under the Nash equilibrium, a 
player gains nothing from deviating from the initially chosen, 
assuming the other players keep their strategies unchanged. A 
game may include multiple Nash equilibria or none.¹¹

Quantum Game Theory:
Quantum game theory differs from the classical version in 

three ways: superposed initial states, the quantum entangle-
ment of initial states, and the superposition of strategies. 

For a classical two-strategy case, one player’s choice can be 
represented by the classical bit, i.e., 0 or 1. The quantum ver-
sion replaces a bit with a qubit and is initially prepared in a 
superposition of 0 and 1. The player’s choice corresponds to 
the operation on the qubit. This is the superposition of initial 
states.¹²

The quantum entanglement of initial states is when the set 
of qubits provided to each player can be initially entangled, so 
one player’s operation on their qubit can affect others’ qubits, 
which means one’s choice can alter others’ expected pay-offs 
of the game.¹² 

In the quantum case, since a qubit represents the initial state, 
a player choosing a strategy is analogous to rotating the qubit 
to a new state or applying a unitary matrix to the state vector 
of the qubit. The new state may not be definite and can still be 
in the superposition of basis states with changed probability 
amplitudes. This is the superposition of strategies.¹²
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In Figure 1, positions 0, 2, 6, and 8 are called ‘corners,’ 1, 3, 
5, and 7 are called ‘edges,’ and position 4 is called the ‘center’ 
position.

The first player, i.e., player X, has an advantage as the player 
has access to a free board and can set the pace of the game. 
These are some of the winning strategies for player X.

1. Place the first mark in any corner, as in boxes 1,3,7, or 9 
from Figure 1. For example, in Figure 2, X’s move is marked in 
box 3. If their opponent does not place their O in the center, 
move on to the next step.

2. Now, place X in the opposite corner of the first one. In 
Figure 2, the X is played in box 7. The opponent’s O mark 
should not be between the marks.

3. Place X in either one of the remaining corners. In Figure 
2, X is played in box 1.

Optimally, the opponent will try to block this move by plac-
ing their O in boxes 2, 4, or 5. Two possible ways of winning 
have been secured by placing X in the last corner.

4. For example, if O is placed in box 5, player X can win 
horizontally or vertically by placing an X in box 2 or 4. This is 
also called the forking strategy, where the player tries to secure 
more than one winning path so that a win can still be secured 
if their path is blocked.¹⁷

Winning tic-tac-toe going second is more difficult due to 
the advantage going first can offer if the opponent places their 
X in a corner. If they do not, then player O can follow the strat-
egy in the previous section to win; if not, player O can instead 
cause a draw (or possibly win). These are some of the strategies 
for player O to cause a draw.

1. Assuming that the opponent placed their X in the corner, 
place the O in the center.

2. The opponent will now attempt to secure a position in 
every corner, so player O can respond by placing O between 
their marks to block all possible winning paths.¹⁷

Depending on the course of the game, it is possible to win or 
secure a draw with this strategy. It is usually the latter, but if the 
opponent makes a mistake, a victory can be secured by getting 
three in a row in the middle of the board.¹⁷

A unitary operation is a transformation that preserves the 
structure and properties of the game. It is performed on the 
strategies of all the players simultaneously, without changing 
the relative proportion/probability distribution between strat-
egies.

For several zero-sum games, it has been shown that if one 
of the players can use quantum tools and, thereby, quantum 
strategies, they can increase their chance of winning. Just as a 
classical mixed strategy can be thought of as a strategy condi-
tioned on the realization of some classical random variable, a 
quantum strategy can be considered a strategy conditioned on 
the value of some quantum mechanical observable.¹³

Quantum computation has outperformed its classical coun-
terpart in various fields. It has been shown that a quantum 
strategy dominates classical strategies in examples such as the 
prisoner’s dilemma.¹⁴

In the Quantum Prisoner’s Dilemma, both parties betraying 
each other is still an equilibrium. However, there can also exist 
multiple Nash equilibria that vary based on the entanglement 
of the initial states. When the states are only slightly entan-
gled, a specific unitary operation exists for Player 1. If Player 
2 chooses betrayal every turn, Player 1 will profit more than 
Player 2 and vice versa. Thus, a profitable equilibrium can be 
reached in two additional ways. The case where the initial state 
is most entangled shows the most change from the classical 
game. In this game version, Players 1 and 2 have an operator 
Q that allows for a pay-out equal to mutual cooperation with 
no risk of betrayal.¹³

Classical 3x3 Tic-Tac-Toe:
The tic-tac-toe game is a two-person, zero-sum game that 

involves two players. It is a nine-square grid where each play-
er has only four plays to justify their winning strategies. The 
opponent then devises a strategy to either win or bring it to a 
tie.¹⁵

This game involves filling up a 3x3 grid with either crosses 
(‘X’) or noughts (‘O’). The first player will get a maximum of 
five turns, and the second player will get a maximum of four 
turns, after which the victory/draw of the game is declared. 
The player who first encounters three crosses (‘X’) or three 
noughts (‘O’) in a particular row, column, or diagonal is de-
clared the winner.¹⁶ 

There are 3⁹=19,683 possible states in the game. The game’s 
goal is to fill the nine spaces with a maximum of three boxes 
in a row, column, or diagonal. Therefore, there are 9! = 362,880 
ways to fill the 9th position.¹⁶  

The optimal strategy in the tic-tac-toe is the one that puts 
the player in the most preferred position, irrespective of the 
strategy of his opponents. Tic-tac-toe uses the strategy that 
puts the player in the most desired position, regardless of the 
strategy of his opponents.¹⁶ 

The tic-tac-toe game uses crosses (‘X’) to specify the first 
player’s move and noughts (‘O’) to the second player’s move. 
Initially, there were only three types of moves: corner, edge, 
and center.¹⁶      

Figure 1: Classical 3x3 tic-tac-toe grid boxes labeled from 1 to 9.                              

Figure 2: Horizontal and vertical winning sequence for player X in the 
classical 3x3 tic-tac-toe.

DOI: 10.36838/v6i1.11

ijhighschoolresearch.org



 63 

Quantum 3x3 Tic-Tac-Toe:
The quantum version of tic-tac-toe adds the rule of super-

position. On every move, two marks must be placed in separate 
squares. These two marks are subscripted with the number of 
the moves, so X gets the odd number moves X₁, X₁, X₃, X₃..., 
and O gets the even number moves O₂, O₂, O₄, O₄… The two 
states of a singular move, such as X₁ and X₁, are also spooky 
marks. Quantum moves are indicated with hyphens, 1–3, 
6–9…¹⁸ 

Quantum tic-tac-toe provides superposition with an im-
mediate and obvious interpretation. Figure 3 shows the first 
move of a game where X places his spooky marks in squares 1 
and 2. A superposition in the quantum tic-tac-toe means that 
two games of classical tic-tac-toe are being played. In the first 
classical game, X has moved to square 1; in the second, X has 
moved to square 2. The two classical games are in simultane-
ous play; they are not independent.¹⁸

Figure 4 shows the situation if player O places their spooky 
marks in squares 4 and 5. The existing two classical games are 
duplicated, so there are two identical sets, each consisting of 
two games. In the first set, the move O in row 1 has moved to 
square 4; in the second set, the move O in row 2 has moved 
to square 5. Thus, there are now four games in the classical 
ensemble.¹⁸

A slightly different move can occur for O in which player O 
plays in squares 5 and 2, as shown in Figure 5. X already has a 
spooky mark in square 2, so this move looks incorrect at first 
glance. However, such moves must be permitted to accommo-
date all the spooky marks of the incoming moves. As before, 
the classical games are duplicated into two sets; one of O’s 
spooky marks is in the first set, and the other spooky mark is 
in the second set. The difference is that in one of the classical 
games, there is an X and an O in square 2.¹⁸ 

With both X and O in square 2, the first two moves of the 
game are no longer independent. When a measurement finally 
occurs, if X ends up in square 2, O will have to end up in square 
5. Similarly, if O ends up in square 2, X must be in square 1. 

These two moves have become entangled: the state of one af-
fects the other. Any pair of quantum moves that share a square 
are necessarily entangled.¹⁸

Figure 6 shows a third move where X places his two spooky 
marks in squares 1 and 5, entangling with both moves one and 
two. The resulting entanglement has a new property: tracing 
a path around the entanglement back to the starting point is 
possible. The entanglement is cyclic.¹⁸ 

Starting in square 2, X₁ is entangled with O₂ because they 
share the same square. However, O₂ is also entangled with X₃ 
in the center square, and similarly, X₃ is entangled with X₁ in 
the corner square. If X₁ collapses to square 2, this collapse forc-
es O₂ to collapse into square 5, forcing X₃ into square 1, which 
consistently collapses X₁ into square 2, where we started the 
analysis. Alternatively, if X₁ collapses to square 1, that forces X₃ 
into square 5, O₂ into square 2, and thus forces X₁ into square 
1. Assuming a particular collapse for any of the moves creates 
a causal chain that forces the same collapse as was assumed.¹⁸

Cyclic entanglements will be indicated by underlining the 
spooky marks. In the quantum tic-tac-toe, either collapse leads 
to a classical game. No matter how complicated the cyclic 
entanglement is, there are always only two possible collapses. 
One must be chosen; the other will be eliminated from the 
classical ensemble, resulting in a single game of the classical 
tic-tac-toe.¹⁸ 

To balance the game strategically, the other player gets to 
choose the collapse. Because X made the move that created a 
cyclic entanglement, O gets to choose the collapse. Afterward, 
they will still get to make their regular quantum move of two 
spooky marks. Once a square has collapsed, it has a single real 
classical mark, and further play in that square is prohibited.¹⁸ 

Choosing a collapse is a strategic choice. In this case, O can 
choose their move to end up either in the center square or the 
side square; the center square is tactically stronger, so Player 
O chooses the collapse that puts their mark there. The other 
game in the classical ensemble is rejected as a matter of choice, 
not because of an entanglement-induced contradiction, X and 

Figure 3: Superposition in quantum 3x3 tic-tac-toe with two games in a 
classical ensemble.

Figure 4: Superposition in quantum 3x3 tic-tac-toe with four games in a 
classical ensemble.

Figure 5: Superposition in quantum 3x3 tic-tac-toe where two quantum 
moves share one square.

Figure 6: Superposition in quantum 3x3 tic-tac-toe where one quantum 
moves share one box in three positions on the 3x3 grid.
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O now find themselves three moves into a classical game of 
tic-tac-toe, the only one left in the ensemble.¹⁸ 

Figure 7 shows the result after the collapse and a listing of 
the classical moves corresponding to the final reality. 

A successful conclusion of a game of quantum tic-tac-toe is 
where X or O has achieved a winning 3-row down the mid-
dle column. A win requires three real classical marks in a row; 
spooky marks do not count. Any game that goes to nine moves 
without generating a classical 3-row is a tie. If the board col-
lapses on move eight without a win, the opponent is forced to 
place his spooky marks in the remaining square.¹⁸ Some win-
ning strategies for Quantum 3x3 tic-tac-toe are listed below.

• Play at least one mark of a pair in an empty square. This 
increases the chances of having the lowest maximum subscript 
in a tiebreaker, as on each play, you add another square where 
you have the mark with the lowest subscript. X does this up 
until the last move.

• Play to increase the number of probable wins. For example, 
in Figure 8, after playing X₁ in opposite corners, play one X₃ in 
the middle and the other in a corner. When one X₁ collapses, 
the other X₁ that is now fixed will align with either X₃. The 
same is true for X₃ in relation to X₁.¹⁹

These are some moves to avoid.
• Do not play on your marks. X never does this until the final 

move, when there is no other option.
• Refrain from letting your last mark be part of your three 

in a row. Your previous move has the highest subscript and can 
make you lose the tie-breaker.¹⁹

Classical 4x4 Tic-Tac-Toe:
4x4 tic-tac-toe is a game that adheres to the same rules of 

3x3 tic-tac-toe, played on a grid of 16 squares. It is a two-per-
son, zero-sum game involving two people, a player, and a 
computer. However, this game is played in a grid of 16 squares 
instead of 9 squares as the board's width increases.²⁰

This variant of the tic-tac-toe game involves filling up a 4x4 
grid with either crosses (‘X’) or noughts (‘O’). The first player 
will get a maximum of eight turns, and the second player will 
get a maximum of eight turns, after which the victory/draw 
of the game is declared. The player who first encounters four 
crosses (‘X’) or four noughts (‘O’) in a particular row, column, or 

diagonal is declared the winner. There are 4¹⁶=4,294,967,296 
possible states in the game. The purpose of filling the sixteen 
spaces can be considered as filling the sequence of nine boxes 
which is a maximum of three in a row, column, or diagonal. 
Therefore, there are 16! = 20,922,789,888,000 ways to fill the 
16th position.²⁰  

The optimal strategy is the strategy that puts the player in 
the most preferred position irrespective of the strategy of their 
opponents. This game uses a min-max algorithm to choose an 
optimal move for a player, assuming that the opponent is also 
playing optimally. The goal of the min-max in the game is to 
minimize the maximum loss.²⁰ 

The winning strategy in a game of classical 4x4 tic-tac-toe 
is similar to that of the classical 3x3 tic-tac-toe, with the only 
substantial difference being the increase in width of the grid 
and subsequent increase in choices to be made by the players. 
These are some of the common strategies.²⁰

• Start in the center (6, 7, 8, 9 from Figure 9): this option 
provides more options for future moves and can also help to 
block the opponent from forming a winning sequence.

• Control the corners (1, 4, 13, 16 from Figure 9): corners are 
extremely powerful as they provide options for future moves; 
controlling two corners can force the opponent into a defen-
sive position.

• Rather than creating a single winning line, attempt to 
create multiple threats on the board, forcing the opponent 
to make defensive moves and limit their options, thus giving 
more options for future moves.

• Remain mindful of the opponent’s moves and look out for 
potential winning combinations; anticipating these moves will 
enable you to take steps to block them and gain an advantage. 

• Use a fork, a move that creates two potential winning lines 
on the board. You can win on the other line if the opponent 
can only block one of them. The fork strategy is only possible 
if the players mark their move in one of the four corners.²⁰ 

In Figure 9, for example, obtaining control of corners 4, 13, 
and 16 would be an optimal move, such that if your opponent 
blocks the 4, 8, 12, and 16 lines, you still have an opportunity 
to create a diagonal sequence in the 4, 7, 10, 13 lines and win 
the game.²⁰ 

In an optimal game, the first player has an advantage as they 
set the pace. Hence, optimally, the first player would win. The 
best outcome for the second player is to either secure a win or 
block the first player from a win so that the game ends in a 
draw.²⁰

The Pairing Strategy can be used by the second player in a 
game of classical 4x4 Tic-Tac-Toe. This strategy enables the 
second player to block the first player from a winning move 

Figure 7: Results after the collapse in the 3x3 quantum tic-tac-toe, where 
the spooky mark that remains is bolded.

Figure 8: Winning strategies for the quantum 3x3 tic-tac-toe.                             

Figure 9: Representation of the grid for the 4x4 tic-tac-toe, numbered from 
1 to 16.
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and end the game in a draw. The second player mimics the 
first player’s moves by placing their moves symmetric to the 
first player.²⁰

As depicted in Figure 10, the colored line through the mid-
dle represents the line of symmetry. Every X move is mirrored 
through the line of symmetry by an O move. The same color 
marks each mirrored pair, and the game ends in a tie.²⁰

Quantum 4x4 Tic-Tac-Toe:
Quantum 4x4 tic-tac-toe is a model incorporating quantum 

rules and properties, including superposition, entanglement, 
and measurements, into a 4x4 grid. This game is played in var-
ious stages. First, this game will be explained through a specific 
example.

In Stage 1, once every move, one mark must be played in 2 
separate squares to entangle those squares. However, all the 
boxes must be filled with one move each before filling each box 
with more than one move. Therefore, Stage 1 is complete only 
once all the boxes in the grid are filled with one move each. 
You can move on to Stage 2 only after Stage 1 is complete.

In Stage 2, every box will begin to hold two or more moves. 
This stage is played similarly to Stage 1, with one difference- 
the employment of the pairing law. Again, a vertical symmetry 
line passes down the board’s middle. Each player must play 
one mark in two boxes in every move. However, one of the two 
marks must mirror one of the marks that the opponent played 
in the previous turn. 

For example, in Figure 12, the line in the board’s middle 
represents the symmetry line. Every one out of two X moves 
is mirrored by one O move, and the second O move is played 
in any other box of the player’s choosing. This O move is mir-
rored by an X move, so the pattern continues until all the boxes 
in the grid contain two moves each.

In the given figure, the move X₉ in box 8 is mirrored by 
one O₁₀ move in box 9. After that, the second O₁₀ move can 
be played in any box of the player’s choosing. In this case, it 
is played in box 11, mirrored by one X₁₁ move in box 6, so 
the pattern continues. The same color marks every mirror pair. 
Eventually, the first move is mirrored by the last move, as is 

Figure 10: Pairing strategy in classical 4x4 tic-tac-toe, where the same color 
marks every pair.

Figure 11: Stage 1 of the l 4x4 tic-tac-toe.

seen by X₉, which is played in box two and is mirrored by O₁₀, 
placed in box 15. 

If they wish, the players can begin to form measurements, 
that is, collapse the boxes to either of the two moves in this 
stage. In every turn, the players choose between forming a 
measurement and continuing with forming entanglements. 

Assuming that the players continue to Stage 3, the game 
continues without the pairing law. The players are no longer 
required to mirror each other’s moves through a line of sym-
metry. Instead, the players continue forming entanglements 
until one of the players chooses to form a measurement. The 
measurements can be formed in any of the boxes in the grid.

Figure 13 shows a game where a cyclic entanglement is 
formed. In this particular example, an optimal strategy is used 
where cyclic entanglements have been formed in Stage 3. This 
increases the chances of getting desirable results when mea-
surements are formed. 

Here, the two states of X₁₇ are in boxes 4 and 7. X₁₅ is also 
a move that previously existed in boxes 4 and 7, leading to an 
entanglement formed in both boxes. The next move, O₁₈, is 
played in box 9. At first glance, this may seem to be a random 
move; however, O₈ is a move that’s common in boxes 7 and 9. 
Due to this, boxes 7 and 9 are entangled. Similarly, the second 
state of O₁₈ and the two states of the move X₁₉ are played in 
boxes 6, 14, and 11, respectively, so that pre-existing moves in 
these boxes lead to a case where all these boxes are entangled.

Figure 12: Stage 2 of the quantum  tic-tac-toe, where the colored moves 
display the pairing strategy.

Figure 13: Stage 3 of the quantum 4x4  tic-tac-toe.                            

Figure 14: Measurements formed in Stage 3 of the quantum 4x4 tic-tac-toe, 
where the moves marked in red represent those that remained due to the 
measurement.
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As the game progresses, the players can either continue 
forming entanglements or begin developing measurements. 
In the given example, as player X chooses to form an entan-
glement with the move X₁₉, player O can decide to continue 
forming entanglements or begin collapsing the states in either 
box. In this example, player O begins forming a measurement 
in box 4. The player decides to collapse that box to move O₂, 
providing an advantage to player O. However, there are two 
other moves in that box- X₁₇ and X₁₅. In any case, where there 
are 3 states in a box, once a measurement has been formed in 
one state, it is the second player’s turn to decide which box will 
continue forming the measurements. 

In this example, Player X chooses to continue collapsing box 
7 to state X₁₇ as this move benefits Player X. Now, it’s Player 
O’s turn to decide if the measurements should continue with 
move O₈ or X₁₅. However, it can be observed that move X₁₅ 
exists in boxes 4 and 7. However, both boxes have already col-
lapsed into one specific state. The move X₁₅ gets canceled out 
as it can no longer be measured in a box where a measure-
ment has already been made. Therefore, Player O has no other 
choice but to continue measuring with move O₈.

As boxes 7 and 9 contain the two states of O8, box 7 has 
already been measured to state X₁₇. Therefore, box 9 is mea-
sured to O₈. As the pattern continues, Player X can choose 
if the measurement continues with moves O₁₈ or O₁₀. In the 
example, player X chooses to continue the measurement with 
the move O₁₀, thus forming a measurement in box 11. This is 
an optimal strategy as box 11 contains two X states and one O 
state, so the subsequent measurement formed will have to be 
with the collapse of an X state in box 1 or 14. Therefore, Player 
O continues a measurement with the move X₁ in box 1. 

As there are only two states in this box, this will lead to 
a consecutive measurement formed throughout the board as 
the boxes are entangled with each other. For example, as box 
1 collapses to the state X₁, X₁₃ is the second state in box 1. 
Therefore, box 12, which contains the second state of X₁₃, will 
collapse to X₁₃. As this box also contains only two states, a 
similar cyclic collapse will occur with O₄, the second state in 
box 12. Therefore, as the cycle progresses, box 3 is collapsed to 
the state O₄.

Consequently, box 16 is collapsed to the state O₁₂, box 15 is 
collapsed to the state X₃, box 13 is collapsed to the state O₁₆, 
box 2 is collapsed to the state X₅, box 8 is collapsed to the 
state X₉, and box 14 is collapsed to the state O₆. This sequence 
of measurements took place as the respective boxes contained 

Figure 15: Consequent measurements formed as the game progresses in 
Stage 3 of the quantum 4x4 tic-tac-toe, where the red marks represent those 
that remain in the box due to the measurement.

only two entangled states. Therefore, there needed to be a 
choice as to which state must be measured.

However, box 14 contains three states; now, player X needs 
to choose whether to continue the measurements with move 
X₁₁ or X₁₉. As can be seen in Figure 16, X₁₉ is a state that exists 
in boxes 11 and 14; however, both these boxes have been mea-
sured to states O₁₀ and O₆ respectively. Therefore, the move 
X₁₉ cannot be collapsed in a box that has already been mea-
sured. Hence, it gets canceled out. 

In such a case, player X has no choice but to continue mea-
surements with the move X₁₁ in box 6. In this box, the two 
other states are O₂ and O₁₈. O₂ has already been measured in 
box 4, and O₁₈ must be canceled out as its other state is in box 
9, which has already been measured to move O₈. It is import-
ant to note that new entanglements cannot be formed in boxes 
that have already been measured. Therefore, if Player O wishes 
to continue the game, they can form more entanglements only 
in boxes 5 and 10, as these are the only boxes that have not 
been measured. However, as this option does not lead to any 
desirable outcome, player O must continue forming measure-
ments with the aforementioned boxes. If player O chooses to 
measure box 5 to move X₇, box 10 will be measured to the 
move O₁₄.

The game will end here as the entire board has returned to 
the classical state, as shown in Figure 17, with only one move 
existing per box. As seen in this figure, the winner is Player X 
at the end of this game, as a successful horizontal sequence is 
formed in boxes 5, 6, 7, and 8. 

The above example was one case of a game with moves that 
the average player is most likely to play. However, the outcome 
can very easily be altered at any stage by using specific strat-
egies.

One optimal strategy is that players should begin to form 
measurements only after they reach Stage 3. However, forming 
measurements before that stage would not lead to beneficial 

Figure 16: Consequent measurements formed as the game progresses in 
stage 3 of the quantum 4x4 tic-tac-toe, where the red marks represent those 
that remain in the box due to the measurement.

Figure 17: Return to the classical state in the quantum  4x4 tic-tac-toe.
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outcomes. On the contrary, it would be restricting, as further 
measurements cannot be included in boxes that have collapsed 
to a singular move. 

When forming entanglements in Stage 3, players should 
form cyclic entanglements to increase their chances of forming 
a desirable measurement. For example, when forming entan-
glements in Stage 3, Player X should play their move in a box 
that contains two states of O, and Player O should play their 
move in a box that contains two states of X. For example, in 
Figure 13, X₁₇ should be played in box 3 which contains two 
states of O. This increases the chances of forming a desirable 
measurement of X, as without this move, box 3 will be inevita-
bly measured to a state of O as there is no X component. 

Players should also note the possibility of certain moves get-
ting canceled altogether, as is seen in the case of moves X₁₅, 
X₁₉, and O₁₈. This occurs in cases where these states cannot be 
measured in either of the boxes in which they exist, as those 
boxes have already been measured to another move. Players 
can take advantage of this property by forming entanglements 
in specific positions to ensure that their opponent’s moves get 
canceled.

The above example examined a case where no further 
entanglements were formed after measurements; however, en-
tanglements can be formed at any stage. Therefore, the game 
can be much longer and more complicated in cases where en-
tanglements and measurements are formed simultaneously 
instead of in stages. Consequently, it is important to anticipate 
the consequences of every move and the consequent measures 
that can be formed. Anticipating the opponent’s moves will 
give the player an advantage so that they can block the oppo-
nent from forming entanglements that will lead to beneficial 
measurements. 
�   Conclusion
Observations were recorded during the reaction, as summa-

rizThis paper discussed game theory and its concepts, terms 
such as the N-person game theory, zero-sum game, different 
winning strategies, optimal strategy, minimax principle, and 
Nash equilibrium. The differences between classical and quan-
tum game theory have been explored in depth by analyzing the 
differences between their rules, strategies, and properties in the 
context of tic-tac-toe. The differences between the 3x3 classi-
cal tic-tac-toe and the 3x3 quantum tic-tac-toe were analyzed. 
We showed that quantum game theory significantly increases 
the number of solutions and leads to more optimal outcomes 
than classical game theory. 

To extend this game, we have explored the 4x4 classical tic-
tac-toe. First, we proposed the quantum version of the 4x4 
tic-tac-toe, which incorporates quantum rules, properties, and 
strategies. We demonstrated the advantages of the quantum 
version over the classical one. Next, we suggested new rules 
and strategies by updating the 3x3 quantum tic-tac-toe. The 
4x4 version is significantly complicated because players poten-
tially have more options regarding the number of boxes, rounds 
of the games, and length of entanglement cycles.  Finally, we 
presented some winning strategies for the 4x4 quantum tic-
tac-toe through explicit examples and results.  
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ABSTRACT: Despite significant advances in modern medicine that have led to an improved understanding of pathogenic 
diseases and proven success with vaccination approaches over several years, several hurdles exist to improving confidence or 
acceptance in the people. Improving awareness among the general population will significantly reduce infections, deaths, and 
financial toxicity to families and society. Over the years, numerous effective vaccines for various pathogenic diseases have been 
developed.  This review describes the historical perspective of vaccines, types of vaccines, reasons for the failure of certain 
vaccinations, successes and failures, and religious misconceptions. The emergence of the recent COVID-19 pandemic, which 
led to several deaths worldwide in a short time, was an eye-opener that enlightened the general population, governments, and 
scientific communities in many ways. The robust technology development was made in anticipation of future pandemics, which 
means developing safe vaccines in record time while also at the same time facing challenges such as vaccine hesitancy among 
people.” Further, we focus on developing COVID-19 Vaccines and the technologies used to manufacture these vaccines. The 
scientific achievement in the successful COVID-19 vaccine development has proven that vaccines can prevent deaths from such 
lethal diseases and contain the spread of outbreaks.

 KEYWORDS: Translational Medical Sciences; Disease Prevention; Vaccine; Vaccination; Infection; COVID-19; SARS-
COV-2.

�   Introduction
Historical perspective of vaccines: 
Human diseases have always been known throughout his-

tory. The human body is constantly exposed to and is fighting 
against pathogens. The invention and evolution of vaccines 
benefited humankind against several deadly diseases (Figure 
1). A vaccine protects from infections by building defenses 
against pathogens when exposed. Over several years, vaccines 
significantly reduced the risk of getting ill, infections, or even 
death. Vaccines work by modulating the immune system, bol-
sters, and helping the immune system to develop preventive 
immunity against diseases safely. Sometimes, after receiving a 
vaccine, one experiences few symptoms of the disease the vac-
cine was made to fight off. Once those symptoms disappear, 
there remains a memory of those immune responses; the body 
will remember to fight the real disease better. However, some 
individuals can get the disease after vaccination because it takes 
time for the human body to build immunity.

Many people died from diseases like smallpox before they 
were cured. Drawing on the discovery that serum taken from a 
recovered animal had protective powers, it began with the final 
realization that the disease could be cured by using the immune 
serum.¹ Many others reported similar instances, like Hippo-
crates in 400 BC when he described mumps and diphtheria; 
also, in the 19th century, the father of vaccination, Edward Jen-
ner, published his work on smallpox.² There were many other 
pioneers and historical events essential in developing vaccines, 
which have eradicated or controlled many dangerous diseas-
es. Edward Jenner was the first to give a scientific description 
of vaccination when he published his monograph “An Inquiry 
into the Causes and Effects of the Variolae Vaccine” in 1789. 
While he was not the first to discover vaccination, as said above, 
he was the first to confer scientific status on the procedure and 
to pursue its scientific investigation.³ While it was Louis Pas-
teur who developed the modern science of vaccination, he was 
the one who developed vaccines in the laboratory by using the 
same agent that caused the disease.⁴ Many other scientists took 
advantage of these techniques from the mile marks of the evo-
lution of vaccines and developed vaccines for typhoid, cholera, 
and plague before the 19th century ended. Through the 20th 
century, many infectious diseases became defendable with the 
evolution of vaccines (Figure 1).

In human history, only two diseases were eradicated, accord-
ing to the World Health Organization (WHO): smallpox and 
rinderpest. Smallpox is an ancient disease dating back to China 
in the 4th century CE (Common Era); it resulted in about 300-
500 million deaths in the 20th century as eradication is hard to 
conceptualize; As an infectious disease anthropologist, Figure 1: Journey of vaccines – In the last 225 years.
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Thomas Aiden Cockburn defined disease eradication as “the 
extinction of the pathogen that causes disease”.⁵ There were 
some ways of controlling smallpox called variolation, a pro-
cess named after the virus that causes smallpox (variola virus). 
The people who had never been exposed to smallpox were ex-
posed to the material from smallpox sores by scratching it into 
their bodies or inhaling it. After variolation, individuals would 
develop symptoms of smallpox, but fewer people died from 
variolation than if they had it naturally. As stated above, Ed-
ward Jenner was the pioneer of the anti-smallpox vaccination. 
He noted that milkmaids who had already got and survived 
another cowpox did not get smallpox. In 1796, he inoculated 
an 8-year-old boy with material obtained from the lesion on 
the udder of a cow infected with cowpox and found that the 
boy did not get infected by smallpox.⁶

On the other hand, Rinderpest was a cattle plague primari-
ly affecting cattle and buffalo. Infected animals suffered from 
symptoms such as fever, mouth wounds, diarrhea, nose, and 
eye discharge, and eventually death.⁷-⁹ Rinderpest never affect-
ed the humans; it did affect their lives as they used cows and 
buffalo primarily for milk and meat back then. The rinderpest 
outbreaks caused famines to break out, responsible for millions 
of deaths. The virus was spread through the water in the ani-
mal's body as animals got infected by inhaling the virus from 
sick animals’ breath, secretion, or excretions. However, with the 
development of a potent vaccine, the Plowright tissue culture 
rinderpest vaccine (TCRV), in 1960, it was eradicated in 2011.

When most of the population in a country is immunized 
to a disease/virus, the likelihood of even those who are not 
immunized, getting the disease/virus is unlikely because the 
chances of it breaking out are small with most vaccinated. This 
is known as herd immunity. There are many stages of how a 
vaccine is developed and made, which start from initial re-
search to distribution, then to hospitals and doctors’ offices. 
To first test whether the vaccine can work safely on humans, 
it must be synthesized and undergo animal studies and clini-
cal trials. As with other drugs or medicines, vaccines are also 
tested on animals such as rats or mice to ensure that if they 
show the intended effects on a mammal, they might show the 
intended efficacy on a human. When the possible vaccine is 
ineffective or has any serious side effects, it won’t continue 
through the trials. But when the potential vaccine is effective, 
it succeeds the human trials. The developers must seek approv-
al from other national/international agencies, such as the FDA 
or the WHO.

In this review, we discuss the types of vaccines, reasons for 
the failure of certain vaccinations, vaccination successes and 
failures, religious misconceptions, and emerging success with 
COVID-19 vaccination.
�   Discussion
Types of vaccines:
There are several types of vaccines, like live-attenuated 

vaccines, inactivated vaccines, subunit conjugates, toxoids, 
messenger mRNA vaccines, and viral vector vaccines. Live-at-
tenuated vaccines are weakened forms of the virus that can no 
longer replicate in the body. Live-attenuated chicken cholera, 
inactivated anthrax, and live-attenuated rabies vaccines were 

generated with attenuation by oxygen or heat at the turn of the 
20th century by Louis Pasteur. Other alternative attenuation 
methods, such as using the serial passage of Mycobacterium 
bovis, led to the live Bacille Calmette-Guerin (BCG)¹⁰ vac-
cine, which is still used today to prevent tuberculosis. Yellow 
fever vaccines were developed using serial passage¹¹ which are 
grown in chicken embryo tissues.¹²

The Inactivated vaccine is created using heat, radiation, or 
certain chemicals that inactivate the pathogen. The pathogen 
will no longer cause illness but can still be recognized by the 
immune system. Successful inactivated vaccines are whole-cell 
typhoid, cholera, and pertussis vaccines that resulted at the end 
of the 19th Century.  Some bacterial diseases are not caused by 
bacteria but by their toxin. Immunizations created using inac-
tivated toxins are called toxoids.¹²,¹³ Toxoids can be grouped/
considered as inactivated vaccines but are given a category to 
themselves because they contain an inactivated toxin, not an 
inactivated form of the bacteria. Inactivated bacterial toxins, 
diphtheria, and tetanus toxoid vaccines were developed using 
formaldehyde by Alexander Glenny and Barbara Hopkins in 
1923. The live oral polio, measles, rubella, mumps, and vari-
cella virus vaccines came into existence due to advances made 
in virus culturing in vitro, which allowed viral pathogens to be 
studied in greater detail and the development in attenuation 
methods where the viral particles were cultivated in artificial 
conditions. 

Further advancement in vaccine development was seen by 
using capsid proteins/polysaccharides. In the 1960s, vaccines 
were developed using encapsulated polysaccharides from Me-
ningococci and later pneumococci¹⁴-¹⁶ including Haemophilus 
influenzae type b (Hib)¹⁷ by the Walter Reed Army Institute 
of Research. A subunit vaccine contains only portions of the 
microbe that can be presented as antigens to the human im-
mune system instead of the microbe as a whole. The microbe 
portions called antigens are usually selected to protect against 
multiple serotype variants (multi-valent vaccines) that best ac-
tivate the immune response to induce memory B cells through 
T cells.¹⁸ Conjugate vaccines only contain a small portion of 
the microbe that is presented as antigens to the immune system 
in the human body; they are combined with a carrier protein 
chemically linked to the bacterial coat derivatives. Altogether, 
they generate a more powerful, combined immune response: 
typically, the “piece” of bacteria being presented would not 
generate a robust immune response on its own, while along 
with the carrier, protein would. The piece of bacteria can’t 
cause illness, but combined with a carrier protein, it can gen-
erate immunity against future infection.¹², ¹³ The whole-cell 
pertussis vaccine is replaced by the acellular vaccine, which 
consists of 5 different subunits of protein antigens and one or 
more bacterial components. This was developed to avoid the 
unwanted side effects of the whole-cell vaccine¹⁹.

A great deal of advancement was seen in microbiology and 
immunology with development in molecular biology, where a 
greater knowledge/understanding of pathogen epitopes and 
host immune responses to vaccination was allowed. Unique 
technologies in genetic sequencing and molecular genetics 
have driven the development of vaccines against RNA viruses 
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by a natural infection caused by the inadequate body’s response 
to prevent the disease.

There are usually two reasons why the immunizations 
don’t work: 1) there is a failure to provide the potent vaccines 
properly to individuals in need, i.e., the failure in the vaccine 
delivery system, and 2) there is no response towards the vac-
cine; there is no immunity built up from the vaccine because 
of either inadequacy of the vaccine or the unknown factors in 
the human body. “The major factor contributing to the failure 
of the delivery system is failure to vaccinate; in the developing 
world, this is commonly a result of the inadequacy of the vac-
cine supply”²⁶ Other issues of the immunizations failing when 
there are barriers against them, improper use of vaccines, and 
the ineffectiveness of the vaccines at the time of use. As said 
above, vaccine failures are usually because of the inadequacy 
of vaccination regimes or the administration; also because of 
something in the human body, for example, genetics, immune 
status, age, health, or nutritional status. Nevertheless, there are 
many examples of where vaccines have prevented some of the 
worst diseases in history (Figure 1).

Successes and failures of vaccines:
There were not just successes in the evolution of vaccines 

but failures as well. For example, there was a vast BCG vaccine 
failure in India against Tuberculosis (TB) caused by Mycobac-
terium tuberculosis. In the 1920s, a vaccine was proved to have 
worked when tested against children, which led around 60 
other countries to use the vaccine. However, the vaccine was 
found to protect children against TB meningitis and military 
(disseminated) TB; however, its efficacy in adults against the 
pulmonary form ranged between 0% and 80%.²⁷ Meaning that 
the vaccine was ineffective in adults, still leading to deaths. It 
was unclear why the vaccine didn’t work. It wasn’t until many 
years later that an effective vaccine was invented that works for 
children and adults. The most common successes are usually 
when researchers succeed in creating vaccines that work and 
stop or prevent the disease/virus from infecting anyone again. 
For example, the Poliovirus was an infectious virus that spread 
through contact, particularly in impoverished places. The first 
vaccine for polio discovered tissue culture. The discovery of 
tissue culture allowed researchers to grow a live form of the 
virus that was attenuated (or weakened) to form the basis of 
vaccines that could be given orally.²⁸ Researchers still use these 
tissue culture techniques for vaccine development and research. 
The success of mass vaccination led to the global eradication of 
the poliovirus, except in Afghanistan and Pakistan. Similarly, 
measles was a highly contagious virus that spread through the 
air by sneezes or coughs. Before the vaccine for measles was 
developed, it was deadly, causing 2.6 million deaths a year. Still, 
now with the vaccine, there is a global call to try to eradicate 
the virus, and while there still may be some cases, there aren’t 
as many as when it first came out.

Religion and misconceptions:
Most religions don’t have any vast issues against vaccines or 

taking them. However, there are some concerns about why the 
vaccines are administered or what ingredients the vaccine con-
tains. It is not just religion that is stopping people from taking 
a vaccine. The most popular reasons for people’s wariness abo-

such as Influenza²⁰ and Rotavirus, covering multiple variants 
of the epitopes. Genetic engineering made possible the DNA 
manipulation and the use of surface antigens for hepatitis B vi-
ral vectors²². L1 antigen of the human papillomavirus (HPV) 
virus induces protective immune responses by the formation 
of virus-like particles.²³ L1 particles are the main component 
of the HPV vaccine. In-depth genomic sequencing analysis of 
meningococcal antigens identified four proteins for the vac-
cine development for the meningococcal B vaccine.²⁴ 

A recent pandemic caused by a novel coronavirus, SARS-
CoV-2, which emerged from China causing a severe acute 
respiratory illness, has challenged vaccine development. As 
per WHO, globally, as of 2023, there have been 765,222,932 
confirmed cases of COVID-19, including 6,921,614 reported 
deaths.²⁵ COVID-19 disease was effectively tackled in a rel-
atively shorter time using novel mRNA vaccines. Messenger 
mRNA vaccines make proteins to trigger an immune response. 
They have several benefits over the other vaccines because of 
their short manufacturing time and that they do not contain 
a live virus, lowering the chances of anyone getting it from 
the vaccine. Viral vector vaccines use a modified version of a 
different virus to give protection to the person, which has been 
used to protect against COVID-19. Vaccination was possi-
ble because various pharma companies were able to harness 
the existing and novel technologies, including recombinant 
vector vaccines (NCT04313127, NCT04324606), DNA 
vaccine platforms (NCT04336410), RNA vaccine platforms 
(NCT04283461), and adjuvants. As a result, the regulato-
ry approval, manufacturing, and distribution of COVID-19 
vaccines were expedited for global health and to combat 
the SARS-CoV-2 disease.  There were many challenges the 
world had to face with vaccine development and success with 
COVID-19 vaccines. Due to the constant mutations of the 
COVID-19 virus led to the emergence of new variants, and 
it was challenging to create a successful vaccine that works 
against all the variants. Due to this, the available COVID-19 
vaccines don’t offer long-term protection. A new vaccine dose 
is required periodically to be protected, unlike other vaccines 
such as the MMR vaccine (plus a booster dose), which is usu-
ally only administered to a person once in their life. At the 
same time, the flu vaccine must be given yearly. Although 
the COVID vaccination was highly successful in protecting 
against new infections, it was not the case every time a new 
vaccine was developed for any disease. Sometimes, there will 
be faded protection after some time, even with the protective 
vaccine. Many immunizations failed several times due to many 
reasons.

Reasons why immunizations failed:
Vaccines stimulate the immune system to produce a pro-

tective immune response that mimics the response to natural 
infection, a process known as active immunization.¹², ¹³ Still, 
despite the long-term protection from the disease, the anti-
body levels produced from the vaccination decrease over time. 
Sometimes, the primary and secondary host factors can cause 
vaccine failure. The primary factor is when the patient fails to 
become immune after the vaccine is given. The secondary fac-
tor is where the patient develops immunity but is challenged 
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out vaccines are that too many vaccines overwhelm the im-
mune system, MMR vaccines cause autism, HPV vaccines 
increase the risk of getting an autoimmune disease, and the 
influenza vaccine given in early pregnancy increases the risk 
of miscarriage. The data from epidemiology and biology has 
shown that taking multiple vaccines is harmless to the human 
body, other than ensuring they are protected from the disease 
they took the vaccine for. Numerous large-scale studies have 
shown that taking an MMR vaccine does not cause children 
autism. While autism may have been seen in a few children, 
there is not enough evidence to prove that MMR causes au-
tism (Immunization Action Coalition). According to Sarah 
Geoghegan, a Pediatric Infectious Disease Specialist at The 
Children’s Hospital of Philadelphia, “More than 270 million 
doses of HPV vaccine have been administered,” and there have 
been no reports of autoimmune disease from taking an HPV 
vaccine. Also, there is no connection between the influenza 
vaccine affecting pregnancy as there have been no reports or 
data that the influenza vaccine had an impact on pregnan-
cy.²⁹,³⁰ Vaccination has always been an enormous issue to 
criticize as there is always some distribution of false informa-
tion and conspiracy theories on the internet and social media 
that influence the minds of the public causing them to be wary 
of vaccines.  When the COVID pandemic started, many re-
ports of cases have occurred. People then started theorizing 
about the virus, causing them to think wild and sometimes 
unbelievable theories about it, giving roots of whether or not 
the vaccine would work. 

The WHO has named vaccine hesitancy as one of the 
threats to global health because if some people don’t take the 
vaccine, they could get infected and start spreading it to others, 
causing another pandemic. The goal of a vaccine is to prevent a 
pandemic from happening again. There have been a few issues 
of some side effects from vaccines, leading to people distrust-
ing immunization and the scientific method that created the 
vaccine in the first place. The public has seen situations where 
vaccines have failed before and have cemented the vaccine 
wariness, such as the incident where, during the first year fol-
lowing the vaccination campaign against the H1N1 infection 
in 2009 – 2010, the risk for narcolepsy increased up to 14-fold 
for children and adolescents, and up to 7-fold for adults in 
several countries where the vaccine Pandemrix was used. They 
have taken the same vaccine in other countries, and there were 
no reports of narcolepsy. Still, many people see that anything 
relating to the incident is to blame, causing them to blame 
the vaccine, which had nothing to induce narcolepsy within 
children.

The COVID-19 pandemic and the development of 
COVID-19 vaccines:

COVID Pandemic and steps for vaccine development: The 
COVID pandemic has killed over 1.13 million Americans, 
and at least 7 million reported deaths worldwide. The highest 
deaths were reported in the elderly and immunocompromised 
individuals. An urge became prominent to create a vaccine for 
COVID-19 as death and panic emerged from the deadly dis-
ease, destroying many lives. This virus was unprecedented in 
the history of vaccination, making this disease very hard to 

combat. Nevertheless, scientists did not take long to develop 
an effective vaccine against COVID-19. Several prior devel-
opments were ongoing in developing vaccines using novel 
platforms for other diseases. Soon after the genetic sequence 
of the COVID-19 virus was published, scientists were quick 
to use it to develop the vaccine. What also helped develop the 
vaccine quickly was how, a decade before, the U.S. could utilize 
the highly adaptable vaccine platforms such as RNA (among 
others) and adapt structural biology tools to design agents (im-
munogens) that powerfully stimulate the immune system.³¹ 
Because of these previously developed reagents, the creators of 
the COVID-19 vaccine could develop a vaccine that worked 
quickly. SARS-CoV-2, the virus that causes COVID-19, was 
first identified in December 2019. By December 11, 2020, the 
Pfizer vaccine became the first to receive emergency use au-
thorization from the Food and Drug Administration (FDA). 
This vaccine was created in a year, which took a lot of effort 
and resources. It became the new normal of wearing masks and 
distancing ourselves from others until and after the vaccine 
development. People are wary of the vaccine as some felt it 
took too long to make it and that too many died. At the same 
time, some thought that the vaccine development process was 
quicker than usual and questioned the early development pro-
cess itself. Also, most people asked how they would react to the 
vaccine if there were any side effects or severe reactions.

Usually, creating a vaccine takes up to 10-15 years because 
scientists need to know what and how the virus is and see how 
it reacts to people so that they can counter it. But with the 
coronavirus affecting everyone in the world, the global leaders 
had to come together and have their scientists share everything 
they could to collaborate in the vaccine research. In 2018, a 
study in The Lancet Global Health Trusted Source estimated 
the cost of early development and initial clinical safety trials 
for a typical vaccine to be $31–68 million. Large-scale trials 
to determine the efficacy of a vaccine candidate would add 
to these figures.³² Looking at the average cost of creating a 
vaccine that would take around ten years to make, the price for 
the coronavirus was huge because of the accelerated times. The 
US Operation Warp Speed (OWS) Trusted Source partnered 
with multiple institutions, including the National Institutes of 
Health (NIH) and the Centers for Disease Control and Pre-
vention (CDC), to develop, manufacture, and distribute 300 
million doses by early 2021.³³ The European Union and the 
United Kingdom had also funded several vaccine candidates.

CDC recognized vaccine developing companies: CDC 
(Centers for Disease Control and Prevention) states that 
children five and above should get their primary series of 
COVID-19 vaccines, and everyone aged 12 and above should 
also receive a booster dose. The vaccines that CDC recogniz-
es are Pfizer-BioNTech, Moderna, and Johnson & Johnson’s 
Janssen (Table 1). So, with the development of the COVID-19 
vaccine, there had to be test trials to see if the vaccine was not 
harmful. At first, when some companies were releasing some 
of the data from the human trials, the general response from 
the public was generally good. 

The Johnson & Johnson COVID-19 single-dose vaccine is 
compatible with standard vaccine storage and distribution 
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channels, with easy delivery to remote areas³⁴ (Table 1). Some 
of these vaccines’ known general side effects have been report-
ed.³⁴ Such side effects are from the injection site reactions: 
pain, redness of the skin, and swelling. Other general side ef-
fects: headache, feeling very tired, muscle aches, nausea, and 
fever. There is also a chance of getting an allergic reaction. The 
Pfizer vaccine has proven to be very effective against the virus 
as it promises to have individuals be immune to the pathogen 
SARS-CoV2, reducing the spread of COVID. Some risks of 
the vaccine are that the vaccine will lose its efficiency if not 
stored at a specific temperature; with the public unknowing 
of that, might disregard their precaution and take the vaccine 
not knowing if it properly works if not stored at the right tem-
perature but other than that there are no other significant risks 
of the vaccine.

*Monovalent vaccine is no longer recommended bivalent is 
in use.

**doses for people who did not receive prior vaccinations
*** The information was adapted from the publicly available 

Center for Disease Control and Prevention (CDC) website
(h t t p s : / /www.cdc . go v / co ronav i r u s /2019-nc o v /

vaccines/stay-up-to-date.html;https://www.cdc.gov/coronavi-
rus/2019-ncov/vaccines/expect/after.html; https://www.cdc.
gov/coronavirus/2019-ncov/vaccines/safety/adverse-events.
html)

Pfizer/BioNTech Vaccine has been recommended to people 
16 years and older, with a dose of 30 μg (0.3 m). Initially, it 
showed immunogenicity for at least 119 days after the first vac-
cination and is 95% effective in preventing the SARS-COV-2 
infection.³⁵ The AstraZeneca vaccine incorporates the spike 
gene from SARS-CoV-2 into another non-pathogenic virus.³⁶ 

There have been reports of people who have taken the vaccine 
to get clotting issues, and some have died.³⁷-³⁹ The most com-
mon symptoms of widespread blood clots, usually shown in 
women younger than 65 and a low platelet count sometimes 
associated with bleeding, have continued to be there. The 
Moderna vaccine was very effective against the virus, easier to 
transport, and less sensitive to temperatures. Some of the mild 
side effects of the vaccine are pain or swelling at the vaccina-
tion shot area, fever, fatigue, headache, muscle pain, nausea, 
vomiting, itching, chills, and joint pain, and rarely cause an 
allergic reaction. With the vaccine targeting the respiratory 
system, it also seems to be affecting the cardiovascular systems 
of both children and adults. There have been reports of myo-
carditis and pericarditis occurring in recipients within a week 
after receiving the vaccine, mostly young male adults. Myocar-
ditis is the inflammation of the middle layer of the heart wall. 
This is caused by a viral infection that could lead to death; the 
myocarditis would have been caused by the little part of the 
COVID-19 virus that was made into the vaccine.⁴⁰ Because 
the benefits outweighed the risks, there was no reason to stop 
giving out the vaccines since they did work as intended.

The Pfizer-BioNTech vaccine contains messenger RNA, a 
genetic material that instructs cells in the body to make the 
distinctive "spike" protein of the SARS-CoV-2 virus (Table 
1). The age recommended for taking the Pfizer-BioNTech was 
5 – 11 years, with two doses, three weeks apart. They are fully 
vaccinated after two weeks of the final dose. There is another 
version of the Pfizer-BioNTech where the ages recommended 
to take it is 12 years and older. They also become fully vacci-
nated after two weeks from taking the final dosage, but this 
one requires a booster dose ~5 months after the last dose. 

The ages recommended for the Moderna vaccine are 18 
years and older, taking two doses, three to eight weeks apart; 
they are also fully vaccinated after two weeks from the final 
dose. They must also take the booster dose ~5 months af-
ter the last dose. The J&J/Janssen COVID-19 vaccine was 
66.3% effective in clinical trials at preventing trial-confirmed 
COVID-19 infection in people who received the vaccine and 
had no evidence of being previously infected.³⁴, ⁴¹, ⁴² People 
had the most protection two weeks after vaccination.³⁴, ⁴¹, ⁴² 
The age recommended to take the J&J vaccine is 18 years and 
older, and there is only one dose. After two weeks, they are 
vaccinated but must take the booster dose later. It was ini-
tially recommended that no one mixes the vaccines as they 
might trigger a reaction inside the body. Later, some studies 
were undertaken to test the efficacies of mixing and matching 
different vaccines.

According to the CDC, after the initial development of 
the vaccine, they go through three phases of clinical trials to 
ensure they are safe and effective. So, when COVID came, 
they overspeed the process but didn’t miss any of the phases 
so that the vaccines could be used as quickly as possible to 
lessen the disease’s damage. The clinical trials for COVID-19 
vaccines have involved volunteers of different ages, races, and 
ethnicities.  Therefore, they needed to account for the different 
outcomes of everyone participating in the clinical trials to see 
what differed. Though the FDA must approve of the vaccines 

Table 1: Vaccines, dosing schedules, and their effects***.
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going out to the public, they assessed that the three vaccines 
were usable and had met the FDA’s standards, so they were 
granted Emergency Use Authorization. EUAs allowed for the 
vaccines to be quickly distributed to the public but also kept 
the standards of the original vaccine testing. 

It was a global collaboration on the creation of the 
COVID-19 vaccine. China stands out from the rest as a survey 
was done in China, and 97% said they would get the vaccine 
once it was released. While the US has been actively trying 
to get other countries to use the vaccine, many people still 
hesitate and don’t want to use it. A poll was given to Ameri-
can citizens, and around 30% of adults hesitated about taking 
the vaccine. Per Bolson and Palm 2022, America still has one 
of the highest hesitancies regarding the COVID-19 vaccine, 
along with Russia, where around 47% are unwilling to take it, 
and Australia, where about 30% of the population is not for 
the vaccine. More than twenty vaccines have been approved for 
emergency use in countries such as China, Russia, the United 
Kingdom, India, and the United States. Some countries have 
made significant progress in immunizing their citizens, while 
others have only vaccinated a fraction of their population. In 
India, a devastating surge of random spikes of COVID was 
seen.⁴³ The country had eventually begun actively promoting 
its campaign about vaccines. As a result, they could immunize 
around five hundred million people.⁴⁴ But WHO noticed that 
the lack of vaccines in some African countries would cause 
the pandemic to go on even longer. To keep up the progress of 
immunization, many countries have or are considering vaccine 
mandates as they believe that having it there would speed up 
immunizing people against COVID. 

Initially, countries have implemented the vaccine mandate 
for only healthcare workers because they are the most likely to 
get infected and then start infecting their patients and other 
people nearby. Soon after wider availability, vaccinations were 
recommended to everyone. Children’s access to the vaccine has 
begun to expand across most countries, such as China, having 
their children get it as young as three years old, while America 
gets their children the vaccine at around five years old. Scien-
tists are divided about how much of a population must have 
COVID-19 antibodies to prevent new outbreaks, with esti-
mates ranging from less than half to over 80 percent.⁴⁵ It is 
improbable for COVID-19 to get herd immunized because of 
how recent the pandemic still is and how easy it is for others 
to get it, along with how uneven the vaccination handout was 
and how the number of variants that are arising for which the 
current vaccines may be less effective. Mixing various types of 
COVID-19 vaccines may enhance the immune response and 
increase flexibility when a person needs a booster dose. Still, 
doses of the vaccine first received are not available.

Funding sources: Vaccinations are frequently collaborative 
efforts across sectors of society, with private pharmaceutical 
firms teaming up with public health agencies or university 
labs.⁴⁵ The governments, international institutions, private 
sectors, research institutions, and nonprofits were the ones 
who had a large hand in the COVID-19 vaccine development. 
Public Health agencies played a critical role in supplying and 
deploying COVID-19 vaccine research funds to the public. 

In America, the government launched a project called Op-
eration Warp Speed, where they were developing a workable 
vaccine and manufacturing vaccines enough for all three hun-
dred million Americans. The government pledged millions of 
dollars to various companies. It brought several agencies to 
work together, such as the Department of Health and Human 
Services—including the Centers for Disease Control and Pre-
vention, the National Institutes of Health (NIH), the Food 
and Drug Administration (FDA)—and the Department of 
Defense. 

The European Commission has funded several hundred 
million euros to the development of vaccines, and the Chi-
nese government has state-owned firms that are two-fifths of 
the country’s vaccine industry, implying that China wants the 
pandemic to be done with how much time and money they 
are spending on the vaccine and getting it to their citizens. 
International Institutions such as WHO and other organi-
zations are working on financing and manufacturing enough 
vaccines for the world to use. In particular, having an equal 
number of vaccines get to the countries otherwise would cause 
political and health issues the world isn’t ready to face. An-
other of the multilateral efforts is the Coalition for Epidemic 
Preparedness Innovations (CEPI). This global alliance was 
founded by Norway, India, the Bill & Melinda Gates Founda-
tion, the UK-based Wellcome Trust, and the World Economic 
Forum.⁴⁵ This coalition focuses on improving vaccine access 
in lower-income countries like the ones listed above. In addi-
tion, the WHO and other international medical organizations 
launched a global initiative called CORVAX, where the goal 
was to have around two billion doses of the vaccine by the end 
of 2021. On the other hand, the pharmaceutical industry has 
been a big help in developing and manufacturing vaccines be-
cause they understand all the health risks of not taking them. 
Many companies began researching COVID-19 to see what 
vaccine candidates can be made. Usually, early research receives 
government funding, but most of the funds come from pri-
vate sources.  But with the current pandemic, the need for a 
vaccine overcame the risk of those private sources. Much vac-
cine candidate research has come from research institutions 
and nonprofits, colleges, and universities. For example, in the 
case of the University of Oxford’s vaccine, the research team 
was already working on vaccines for an unknown disease that 
could cause a pandemic; in January 2020, the group zeroed in 
on COVID-19. The Gates Foundation has been the leading 
nonprofit funding COVID-19 vaccine efforts.⁴⁵ Most vac-
cines that various medical organizations approved have been 
made and manufactured at firms and research groups in China, 
Russia, and the United States. 

Technologies and Companies that manufactured 
COVID-19 vaccines:

A number of technologies have evolved over the years for the 
development of vaccines against various pathogens (Table 2). 
The leading companies that created the COVID-19 vaccines 
were Johnson & Johnson, Sanofi, Moderna, Pfizer-BioNTech, 
and AstraZeneca. These companies were the ones who stood 
out during the crisis and provided the vaccines to the people. 
Johnson & Johnson used the traditional 
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vector-based technology to deliver the COVID-19 vaccine. 
They have used a replication-incompetent adenoviral vector 
(type 26), which delivers DNA encoding the COVID spike 
protein into the host cell upon vaccination. It is transcribed 
to mRNA and translated to spike protein fragments, provok-
ing the immune system to react against the COVID-19 virus. 
COVID-19 Unlike other companies’ COVID vaccines, the 
Johnson & Johnson vaccine is given as a single dose. Sanofi 
utilized a recombinant protein-based technology to manu-
facture the COVID-19 vaccine.⁴⁶ This recombinant protein 
subunit vaccine used a COVID spike protein produced in 
insect cells via the Baculovirus vector. This vaccine contains 
copies of the spike protein. This recombinant-protein tech-
nology was previously used for seasonal flu vaccines by Sanofi. 
Recently, a booster vaccine was approved by the European 
Commission.⁴⁷ Pfizer and Moderna are mRNA-based vac-
cines. There was no use of the vector; these vaccines consisted 
of only mRNA, which, upon delivery, instructs host cells to 
translate mRNA to a specific CORONA virus spike protein 
that triggers an immune response to COVID. AstraZeneca has 
used a double-stranded DNA inserted into a modified version 
of a chimpanzee adenovirus known as the ChAdOx1 vector. 
The vector could enter the cells but cannot replicate inside 
the cell. Once inside the cell, the DNA will be read to produce 
mRNA and translated to the spike protein recognized by the 
host’s immune system. Immune responses triggered were ef-
fective against COVID-19 infection. 

Other COVID vaccine types and therapies under devel-
opment :

COVID-19 virus variants have emerged since the initial 
strain, and there is demand for next-generation COVID-19 
vaccines. The intranasal vaccine attracted many due to its de-
livery location which could provide better mucosal immune 

responses against this respiratory virus. Intra nasal vaccina-
tion method has shown potent mucosal and systemic immune 
responses. Many intranasal COVID vaccines are in clinical 
trials, and some have been approved in China, India, Iran, and 
Russia.⁴⁸ An inhaled vaccine called Convidecia was approved 
in China. Intra-nasal technology for the COVID-19 vaccine 
developed by Curiel was approved in India. In 2020, the FDA 
approved an anti-viral COVID pill developed by Pfizer for 
treating mild or moderate disease in patients. This pill, called 
Paxlovid (nirmatrelvir tablets and ritonavir tablets, which are 
co-packaged for oral use), is effective if taken within five days 
of COVID-19 virus symptoms. However, it is only authorized 
for up to five days continuously. 
�   Conclusion
Since the invention of the first vaccine, vaccination has 

gained much importance and contributed to global health. 
As diseases have rampaged throughout centuries, scientists 
invented vaccines to ensure people don’t die from pathogen-
ic diseases. It was believed that several dangerous infectious 
diseases are tackled by vaccines and therapies. In contrast, 
disease-resistant infectious diseases are increasing in high 
numbers due to increased immigration, changes in human 
behavior and demographics, feasibility/speed of internation-
al travel, novel infections by a variety of pathogens, and also 
the recent pandemic that have shaken the world. The current 
COVID pandemic has taught the world the importance of 
preparedness to combat future pandemics by improving and 
continuously investing in developing novel technologies and 
increasing vaccine research efforts (Table 2). There is still 
much room for improvement in the existing vaccines regarding 
feasibility, immunogenicity, lowering side effects, increasing 
safety, and cost-effectiveness. Of late, many new vaccines are 
being developed directed towards non-infectious diseases. 
Various terminologies and definitions are listed in Table 3. As 
discussed, whether vaccines are affordable for all populations 
worldwide is debatable. The emergence of COVID-19 has 
proven once again that vaccines can prevent deaths from such 
lethal diseases and contain the spread of outbreaks that might 
have caused a threat to global health and security. 

Table 2: Evolution of technologies.

Table 3: Table for terminologies and definitions.
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ABSTRACT: This study investigates whether the cryptocurrency market exhibits herding behavior during events following 
COVID-19. These include unusual volatility, volume, and noteworthy events in the cryptocurrency space between 2021 and 
2022. The notable events include the collapse of FTX, the ban on cryptocurrency in China, and El Salvador’s legalization of 
Bitcoin. Herding occurs when cryptocurrency users collaborate and imitate one another without using rational thought. This 
study analyzes data from the top 30 cryptocurrencies by market capitalization based on the cci30 index. This study used the cross-
sectional standard deviation (CSSD) and cross-sectional absolute deviation (CSAD) regression models. The results indicate that 
investors in the cryptocurrency market might be more likely to act irrationally and exhibit herding behavior during periods of 
low volatility, high volatility, and high volume. This can be explained since cryptocurrencies tend to move uniformly during these 
periods and do not necessarily reflect the fundamentals of investing in the cryptocurrency market. However, due to the amount of 
noise in the results, there are uncertainties with this conclusion.  

 KEYWORDS: Behavioral and Social Sciences; Sociology and Social Psychology; Herd Behavior; Cryptocurrencies.

�   Introduction
Cryptocurrency is often defined as a digital currency where 

records are maintained by a decentralized system based on 
cryptography instead of a centralized authority. Since the Bit-
coin cryptocurrency paper was published, over 22,000 new 
cryptocurrencies have been released and are currently available 
for trade.¹ The decentralized nature of cryptocurrencies pro-
duced a change in the way in which ownership, transactions, 
and the process of creating money are monitored.

The act of herding is often defined as when an investor fol-
lows. It imitates the investment decisions of others without 
reference to fundamentals and without using their own ra-
tionale when making investment decisions.² Exploration into 
herding behavior empirically in classic financial markets has 
been thoroughly researched;³,⁴ However, much about herding 
behavior in the cryptocurrency market needs to be explored. 
Due to high volatility, cryptocurrency as an asset class is usually 
considered relatively risky and speculative.⁵ Studying the be-
havior of investors to look for herding is important because the 
state of the cryptocurrency market relies heavily on the inves-
tors’ actions. For example, herding behavior in financial markets 
has often been associated with high volatility, explosivity, and 
even crises.⁶ By examining herding behavior, investors can be 
better guided during investment.  

Herding behavior is assumed to occur when all cryptocur-
rencies move in lockstep on any given day. Thus, examining the 
cross-dispersion of returns can be used as a proxy for analyzing 
the amount of herding behavior that exists during that period.
�   Literature Review
There are two leading methodologies applied to evaluate 

herding behavior. They both consist of modifications to clas-

sical herding behavior determination approaches. The first 
method is the cross-sectional standard deviation (CSSD) of 
returns developed by Christie and Huang.⁷ The second is a 
cross-sectional absolute deviation (CSAD), which was the 
approach of Chang et al. (2000) from the stock returns distri-
bution.⁸

More recently, CSAD has been more prominently applied 
in the presence of outliers in the dataset; these extreme values 
may influence CSSD and not accurately reflect the true spread 
of the data. Amirat and Alfawi asked: “Does herding behavior 
exist in the cryptocurrency market?”⁹ Their data consisted of 
daily closing prices of the 20 largest cryptocurrencies by market 
cap from January 1, 2015, to January 31, 2019. They applied 
CSAD using the MVIS 100 index (a market-cap-weighted 
index that tracks the performance of the 100 largest digital as-
sets) and returns from the daily closing prices of the 20 largest 
cryptocurrency coins. Using CSAD, Amirat, and Alfawi found 
no evidence of herding behavior. Silva et al. explored herding 
behavior and contagion in the cryptocurrency market.¹⁰ They 
used both CSSD and CSAD to investigate herding behavior, 
and the daily closing prices of cryptocurrencies included in 
their dataset were chosen based on liquidity, market cap, and 
data availability from March 2015 to November 2018. Their 
results revealed herding behavior, which demonstrated extreme 
periods of adverse herding behavior. Susana et al. observed 
whether or not herding behavior among traders increased 
during the COVID-19 pandemic.¹¹ Their dataset included the 
daily closing prices from the time period July 29, 2019, to July 
28, 2020. Their results reported evidence of herding in normal 
market conditions but not during a market upswing or down-
swing. Bouri et al. also investigated the existence of herding 
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behavior for two years using the 14 leading cryptocurrencies at 
the time.⁶ Their results did not reveal any significant herding.  

Both methods have also been used to test herding behavior 
in traditional asset classes. For example, Jiang et al. investigat-
ed herding behavior triggered by the COVID-19 outbreak 
in 2020 by analyzing six typical Asian stock markets.¹² They 
detected herding in both upward and downward markets in 
Singapore and Japan and downward markets in Taiwan and 
Hong Kong. Ampofo et al. also investigated COVID-19 ef-
fects on herding behavior in USA and UK stock markets.¹³ 
They employed CSAD to detect herding behavior but found 
no evidence of herding during the COVID-19 period. 

The uniqueness of almost all research papers on herding 
behavior is based mainly on their recent data. Therefore, this 
paper adds to the literature in this field by analyzing specific 
abnormal time periods post-COVID-19, such as low volatili-
ty and noteworthy events, and providing the most recent data 
available—data from the 2022 calendar year.    
�   Methods
This study focuses on the daily closing prices of the 30 

leading cryptocurrencies, excluding stablecoins, by market 
capitalization according to the cci30 index (Bitcoin, Ethere-
um, Binance, Ripple, Cardano, Dogecoin, Solana, Polygon, 
Litecoin, TRON, Polkadot, Bitcoin Cash, Toncoin, Shiba Inu, 
Avalanche, UNUS SED LEO, Chainlink, Cosmos, Uniswap, 
Monero, Ethereum Classic, Stellar, OKB, Filecoin, Internet 
Computer, Lido Dao, Aptos, Hedara, Cronos, and Near Pro-
tocol) at the time in which this research was performed. All 
historical data for the daily closing prices of each cryptocur-
rency was obtained through coinmarketcap.com. All sample 
time periods were chosen to represent a wide range of scenar-
ios in the cryptocurrency market. These include high and low 
volume periods, high and low volatility, and noteworthy events 
(Table 1). These events include the ban on cryptocurrencies 
in China, the collapse of FTX, and the legalization of Bitcoin 
in El Salvador. Another unique feature of this paper is that it 
contains the sample period for the entirety of the year 2022, 
representing the most recent data.  

Statista.com’s web page, “Overall cryptocurrency 24-hour 
trade volume from July 1, 2020, to November 10, 2022,” deter-
mined the high and low volume time periods. The periods of 
high and low volatility were determined by cvi.finance’s Cryp-
to Volatility index. The cci30 cryptocurrency index, based on 
the 30 largest cryptocurrencies by market capitalization, was 
used to represent the market behavior over all the above-listed 
time periods.  

Firstly, returns were calculated as follows:

(1)
Where c signifies the cryptocurrency, t represents the day 

of the closing price, and P denotes the closing price for that 
cryptocurrency.

The CSSD herding detection method is a way to quantify 
the dispersion of beliefs across different assets, cryptocurren-
cies, in this case, designed by Christie and Huang:

(2)
Where Ri, t is the observed return on asset i, and R is the 

average market return of the asset n. 
To model the behavior of CSSD using the Up and Down 

status, we can estimate the relationship between CSSD and 
the market volatility. 

CSSD = b₀ + b₁Down + b₂UP + Ɛ   (3)
where: 

Down = 1 if the market return on day t lies in the extreme 
lower tail of the return distribution

Down = 0 if the market return on day t lies in the extreme 
upper tail or middle of the return distribution,
and 

UP = 1 if the market return on day t lies in the extreme up-
per tail of the return distribution 

UP = 0 if the market return on day t lies in the extreme lower 
tail or middle of the return distribution. 

The coefficient b₀ represents the sample average dispersion 
between the upper and lower extreme tails. 

In summary, 
- If herding exists b₁ < 0 and b₂ < 0
- If no herding exists, b₁ > 0 and b₂ > 0
Since outliers can have a large and direct impact and in-

crease the spread and variability of CSSD, it is hard to regard 
the detected herding behavior in this method as conclusive. 
Thus, Chang et al. suggest a better and modified model for 
detecting herding behavior. It is defined as:

(4)
Where Ri, t represents the return on asset i, and Rm, t rep-

resents the weighted average of all 30 cryptocurrency returns 
for period t weighted on its percentage of total market capi-
talization. N represents the number of cryptocurrencies in the 
portfolio at time t. 

We can estimate the following polynomial model for return 
dispersion.

Table 1: Summary of the sample periods analyzed in this study.
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As explained in the previous section, significantly positive 
coefficients of the Left and Right extreme values (b₁ and b₂) 
suggest the absence of herding behavior. In contrast, signifi-
cantly negative coefficients of b₁ and b₂ are consistent with the 
presence of herding behavior. b₁ and b₂ are negative for the fol-
lowing time periods in Table 2, which indicates the existence 
of herding: 

- Low Volatility in both 2021 and 2022
- High Volatility period in 2021 and 2022
- High Volume period 
However, their p-values are all above the usual rule of thumb 

of 5%; as such, we can’t rule out that these values are negative 
due to random chance. 

All other time periods indicate the presence of rational de-
cision-making with positive coefficients of the Left and Right 
extreme values. For example, following the China Crypto ban 
and FTX collapse, both b₁ and b₂ are positive and significant, 
indicating rational behavior even with large market fluctuation. 
Looking at the entire year of 2021, both b₁ and b₂ are positive 
and significant, suggesting that investors in the cryptocurrency 
market are generally relatively rational.

In addition to CSSD, a modified CSAD model was also ap-
plied to the same data. Table 3 provides the CSAD regression 
estimates using Equation (5) across the different time periods 
associated with the recent significant events.  

As indicated by Christie and Huang and common belief, the 
likelihood of herd behavior increases during time periods of 
considerable price fluctuations and substantial market stress. 

In summary, when testing for herding using the model 
above: 

- If herding exists, a₂ < 0
- If no herding behavior exists, a₂ = 0, and a₁ > 0
- If the opposite of herding exists, then a₂ > 0. 
The results are deemed statistically significant if the p-value 

is less than the conventional 5%. As multiple statistical tests 
are performed simultaneously, it is worth noting that the over-
all false positive risk, in other words, Type 1 Error, could have 
been inflated. Because of the exploratory nature of this work, 
p-values are reported without multiple testing adjustments. 
Caution must be considered while interpreting the signifi-
cance of these p-values. 
�   Results and Discussion
Equation (3) was estimated using 5% criteria to define ex-

treme up and down market movements. Table 2 provides the 
CSSD regression estimates across the different time periods 
associated with the recent significant events. 

Table 2 shows the results for Equation (3). Christie and 
Huang state that the probability of herding behavior increases 
during times when there are large price movements and mar-
ket stress. The result is deemed statistically significant if the 
p-value is less than 5% 

Table 2: Regression Results of CSSD.

Chart 1: Dispersion of b1 results for CSSD

Figure 1: Dispersion of b₁ results for CSSD.
Chart 2: Dispersion of b2 results for CSSD

Figure 2: Dispersion of b₂ results for CSSD.
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Table 3 shows the results for Equation (5). The result is 
deemed significant if the p-value is less than 5%. The coeffi-
cient a₂ relates CSAD to squared market return and checks for 
nonlinearities of herding behavior.

As explained above, a negative a₂ suggests the presence of 
herding, whereas a positive a₂ indicates the opposite of herd-
ing. Table 3 shows that in the high-volume period and the 
period following the collapse of FTX, the coefficient a₂ is neg-
ative in the following sample periods:

- High Volume
- Low Volatility in both 2021 and 2022
- High Volatility in 2021
- Following the FTX Collapse
However, their p-values also all exceed the usual rule of 

thumb of 5%; as such, we can’t rule out that these values are 
negative due to random chance. 

�   Discussion
Upon analyzing the result for both the CSSD and CSAD 

regression models, the high-volume period, low-volatility pe-
riod in 2021, and high-volatility period in 2021 all contained 
evidence of herding behavior in both regression models. How-
ever, the lack of statistical significance means the evidence 
could be stronger. This suggests that while herding is possible, 
the data does not reflect any statistically significant evidence 
of herding behavior. Herding is also to be expected, espe-
cially considering the number of sample periods analyzed in 
this study. Furthermore, the characteristics of the cryptocur-
rency market itself are expected to exhibit herding behavior. 
Amateur traders often expect quick and positive outcomes 
despite having access to little concrete quality information on 
the performances of specific coins, and the market is hardly 
ever regulated based on its decentralized nature. Based on this 
hypothesis, of the analyzed sample periods, herding is most 
expected during periods of high volatility and high volume and 
least expected during periods of low volume and low volatility, 
as well as following the collapse of FTX. While this study in-
cludes sample periods based on daily closing prices, it could be 
helpful to investigate herding behavior based on different time 
intervals, such as hourly or even monthly closing prices. 
�   Conclusion
This paper investigated whether herding behavior exists in 

the cryptocurrency market post-Covid-19. This paper con-
tributes to the literature in the field by exploring specified 
time periods in the cryptocurrency market instead of a single 
sample period spanning a few years. Furthermore, the 2022 
calendar year data was used as the most recent data. 

The results report that while there appear to be trends in-
dicative of herding behavior during time periods of high, low 
volatility, and high volume, the lack of statistical significance 
suggests that these observations could be attributed to ran-
dom chance instead of definitive patterns. Through using the 
cross-sectional standard deviation (CSSD) and cross-sectional 
absolute deviation (CSAD) regression models, the results of 
all the above-listed sample periods revealed negative b₁ and b₂ 
coefficients in the CSSD model, as well as negative a₂ coeffi-
cients in the CSAD model. Both of these results indicate the 
possibility of herding behavior in the cryptocurrency market. 

This paper used data from the closing prices for all 30 
cryptocurrency coins. The next step is to investigate herding 
behavior at different intervals, such as hourly or monthly clos-
ing prices. 
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ABSTRACT: The two cell-adhesion molecules, Neurexin-1 and Neuroligin-1, are essential for synapse function in neural 
networks. Interruptions to the function of these two proteins are associated with predestination for cognitive disorders, such as 
Autism spectrum disorder (ASD). In this paper, we study the effects of genetic missense mutations located on the cell interface 
between NRXN-1 and NLGN-1 on the development of neurodevelopmental disorders by identifying and determining the effects 
of mutations on bond strengths between NRXN-1 and NLGN-1 on the synaptic interface by building a computational platform. 
This was done by mapping all ASD-associated point mutations found in a web-based database on the computationally modeled 
structure of NRXN-1, then determining which mutations interact with NLGN-1. Then, the binding strength of the two proteins 
without the influence of the mutations was compared to the binding strength with the mutations so that the effects of the 
mutation were established. Based on our structural models and calculations of binding free energy, we found that these mutations 
can change the binding affinity of Neurexin-neuroligin interaction. Thus, we suggest that the changes in bond strength between 
Neurexin and Neuroligin at neural synapses can affect neural circuits, leading to autism-associated symptoms.  

 KEYWORDS: Biological Sciences; Neural Synapses; Genetic Mutation; Neurexin-1.

�   Introduction
A developmental disability, autism spectrum disorder (ASD), 

is common and caused by brain-related differences. ASD af-
fects 1 in 100 children worldwide,¹ and its main signs include 
problems with social interaction, communication, interests, or 
behavior. 

Although the etiology of autism is likely multifactorial, it 
is primarily considered a complex genetic disorder with high 
heritability, which involves synaptic dysfunction. Synapses 
connect neurons to one another and are central to neural net-
works, as well as crucial to process sensory input and generate 
a motor output that increases the chance of organism surviv-
al.² Well-recognized high-risk protein candidates for ASD 
susceptibility include the cell adhesion family of Neurexins 
(NRXN-1), Neuroligins, and members of the SHANK family 
of postsynaptic scaffolding proteins.³,⁴

The Neurexin protein family is a class of cell-adhesion mole-
cules located mainly on the presynaptic membrane. Alternative 
splicing in Neurexin results in over two thousand possibilities 
in splice variants, indicating Neurexin’s important role in the 
function of synaptic specificity and synaptogenesis. Additional 
research shows Neurexin’s crucial role in Ca2+-triggered neu-
rotransmitter release.⁵ Genetic mutations within the NRXN-1 
isoform have historically been associated with neurodevelop-
mental disorders, including autism spectrum disorder.⁶ 

Furthermore, Neurexin acts as a presynaptic receptor for 
many related extracellular ligand binding partners, including 
Neuroligin (NLGN), highlighting its role in presynaptic orga-
nization.⁷ With its binding partner NLGN-1, NRXN-1 works 
to specify synaptic roles and functions in neural networks 

and intercede signaling between synapses by binding to each 
other and interacting with PDZ-domain receptors and other 
intracellular proteins.² The two cell-adhesion molecules are 
essential for synapse function. Interruptions to the function 
of these two proteins are associated with a predestination for 
cognitive disorders, as the binding between the proteins is im-
portant to process information in neural networks.

This study will mainly focus on one of Neurexin’s alpha-type 
isoforms, Neurexin-1a, and analyze its cell-surface binding 
with one of its partners, transmembrane protein Neuroligin-1. 
Prior literature emphasizes a general overview of NRXN-1’s 
mutations as a possible genetic marker of autism-associated 
symptoms but does not study mutation-specific effects on pro-
tein interaction. A platform is needed to be built to investigate 
the role of genetic mutations in neuronal protein binding af-
finity. Thus, the goal of this research is to build a platform to 
study the effects of genetic point missense mutations located 
on the cell interface between NRXN-1 and NLGN-1 on the 
development of neurodevelopmental disorders, specifically 
autism spectrum disorder, by identifying and determining the 
effects of mutations on bond strengths between NRXN-1 and 
NLGN-1 on the synaptic interface. This was done by map-
ping all point missense mutations found on NRXN-1, then 
determining which mutations interact with NLGN-1 to ini-
tiate neurotransmission. Then, the bond strength of the two 
proteins was determined with or without the influence of mu-
tations, and the effects of the mutation were established. The 
creation of a platform that can systematically yet efficiently 
determine the effects of mutations on neuronal binding affin-
ities is a step in streamlining the often time-consuming and 
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complex experimental approaches to genetic analysis of pro-
tein binding affinity. 
�   Methods
In our research, we first established which genetic mutations 

associated with autism existed on the NRXN-1 protein. Then, 
we cross-referenced these mutations against nucleotides on 
the binding interface between NRXN-1 and NLGN-1. Then, 
three genetic mutations on NRXN-1 were determined to be 
located on two interfaces of the NRXN-1 and NLGN-1 bind-
ing affinity. The binding strength with and without mutation 
was determined for each interface, and we were able to analyze 
subsequent changes in binding free energy. 

The database VariCarta was consulted to determine the 
mutations historically correlated with the presence of autism 
spectrum disorder.⁸ VariCarta is a web-based database con-
taining a comprehensive archive of scholarly literature-based 
genomic variants associated with ASD. Two hundred for-
ty-three variant events were reported in NRXN-1, with 32 
identified as missense point mutations (Table 1). All forms of 
inheritance and contexts were considered. 

Uniprot, a web-based database containing protein sequence 
information, was consulted to find the structure of Neurexin-1 
with Uniprot ID Q9ULB1. The predicted alpha-fold structure 
was then downloaded as a PDB file. The 32 missense point 
mutations identified were then graphed using Visual Molecu-
lar Dynamics (VMD), a program used to model, display, and 
analyze biological systems. In this particular study, VMD was 
used to visualize the structure of NRXN-1 using the down-
loaded alpha-fold model from Uniprot, as well as demonstrate 
the physical location of each missense mutation (Figure 1).⁹

After the missense mutations were graphed on VMD 
(Figures 2, 3), the HDOCK server created a bonding mod-
el between NRXN-1 and NLGN-1. HDOCK is a web-based 
server used to create protein-protein and protein-nucleic acid 
docking.¹⁰

The new model’s PDB file was then loaded into Atom, a 
text and source code editor. This allowed for the visualization 
of specific nucleotide locations. When cross-referenced with 
the 32-point mutations identified by VariCarta, three specific 
mutations were determined to be located on residues of the 
interface between NRXN-1 and NLGN-1. Models of the in-
terface with each missense mutation were generated using the 
open-source tool FASPR.¹¹

Models of the interface with and without the mutations 
were then uploaded to Prodigy,¹² a web-based server allow-
ing for prediction of binding affinity in biological compounds. 
This server was used to determine the differences in binding 
strength between NRXN-1 and NLGN-1’s first two interfaces 
with and without the mutation. 
Table 1: Varicarta ID and amino acid mutation of all 32 missense mutations 
found on Neurexin-1.

Figure 1: VMD model of the NRXN-1 protein isoform with all mutations 
identified mapped.

Figure 2: VMD model of Interface 1 binding between NRXN-1 (blue) and 
NLGN-1 (red) with location of mutation G22R graphed.

DOI: 10.36838/v6i1.14

ijhighschoolresearch.org



 85 

future understanding of genetic foundations of neurodevelop-
mental disorders, including autism. 

Various databases and programs allowed for identifying spe-
cific mutations existing on the interface between NRXN-1 and 
NLGN-1. After graphing and visualizing these mutations, they 
were run through a web-based server to determine their effect 
on the bond strength between NRXN-1 and NLGN-1.

Since G22R does not appear on Interface 2, and H577Q and 
N359H do not appear on Interface 1, we respectively marked 
them off in Table 2.

Our results showed that some mutations of residues in Neu-
rexin are on the binding interface with Neuroligin. Based on 
our structural models and calculations of binding free energy, 
we found that these mutations can change the binding affinity 
of Neurexin-neuroligin interaction. Thus, we suggest that the 
changes in bond strength between Neurexin and Neuroligin at 
neural synapses can affect the formation, maturation, or plas-
ticity of neural circuits, leading to autism-associated symptoms. 
The above results demonstrated that our computational plat-
form is an effective and convenient tool to investigate the effect 
of genetic mutation on protein binding affinity and will likely 
lead to a better understanding of neurodevelopmental diseases 
in the future.

One limitation of this study is that our conclusions are based 
on computational analysis. The insights provided by our results 
need to be experimentally validated by future studies. For in-
stance, the structure of the complex formed between NRXN-1 
and NLGN-1 is currently unavailable and thus was generated 
by a docking algorithm. Only the best five complex models 
were selected to search for the mutations located at the in-
terface between NRXN-1 and NLGN-1. These two proteins 
likely bind to each other in a different mode. Therefore, oth-
er mutations involved at their binding interface might exist. 
Similarly, the binding free energy was also predicted computa-
tionally. Whether specific mutations can strengthen or weaken 
the interaction between NRXN-1 and NLGN-1 should be val-
idated in the future.
�   Conclusion
In summary, the computational framework applied in this 

study serves as a proof-of-concept platform to test the impacts 
of ASD-related mutations on protein-protein interactions in 
the neural system. Compared to the time-consuming and la-
bor-intensive experimental approaches, our platform is more 
convenient to be used as a tool to test specific hypotheses 
that cause ASD. The platform can be potentially extended to 
study the interactions between NRXN-1 and its other binding 
partners, as well as many other proteins containing mutations 
associated with ASD.  

 

 �   Results and Discussion
Results:
Out of the thirty-two mutations identified on NRXN-1, 

only three mutations were determined to be located on the 
interface between NRXN-1 and NLGN-1. Hence, they might 
affect the neuronal protein binding affinity between NRXN-1 
and NLGN-1. For Interface 1, one mutation on the binding 
between NRXN-1 and NLGN-1 was identified, G22R. For In-
terface 2, two mutations were identified: H577Q and N359H. 
In Interface 1, residue 22 glycine mutated into arginine. In 
Interface 2, residue 577 histidine mutated into glutamine. 
Residue 359 asparagine was also found to have been mutated 
into histidine. 

After running both the mutated forms and natural forms of 
both interface files into Prodigy, the binding free energy was 
found.

Table 2 shows that the binding free energy from the original 
protein to the G22R mutation on Interface 1 was decreased 
from -10.8 kcal/mol-1 to -11.0 kcal/mol-1. Table 3 shows that 
the binding free energy of Interface 2 was increased with both 
of its mutations, H577Q and N359H, from -15.2 kcal/mol-¹ 
to -14.2 kcal/mol-¹ and -14.0 kcal/mol-¹ respectively. A de-
creased binding free energy means the bond strength between 
NRXN-1 and NLGN-1 increases. Alternatively, an increased 
binding free energy means that the bond strength between 
NRXN-1 and NLGN-1 is decreased. Using the platform we 
built, we demonstrated that genetic mutations located on the 
interface between NRXN-1 and NLGN-1 are associated with 
an altered binding affinity between NRXN-1 and NLGN-1.

Discussion:
Genetic-based testing and modeling are essential to define 

the basis of neurodevelopmental disorders like autism; their im-
portance should not be understated. This study, which focused 
on the ligand-receptor binding of a pair of proteins essential to 
the formation and functionality of synaptic connections, will 
help further the genetic research front to neurodevelopmental 
disorders by providing a platform to investigate ASD-related 
mutations on protein interactions. This research will also add 
a focus on bond-strength analysis to already existing research 
of NRXN-1 and NLGN-1, as well as provide a framework for 

Figure 3: VMD model of Interface 1 binding between NRXN-1 (blue) and 
NLGN-1 (red) with location of mutation G22R graphed.
.                              

Table 2: Effect of G22R, H577Q, and N359H mutation on binding free 
value predicted by PRODIGY web server for Interface 1 and 2.
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ABSTRACT: Biomimicry is defined as a solution to design problems inspired by natural elements and processes. It offers ideas to 
enhance sustainability and potentially create a regenerative structure. Moving towards sustainable design is becoming increasingly 
crucial for the building sector, as most current architecture contributes negatively to climate change. As a result, interest in 
biomimicry as an approach in architecture has increased, though terminology remains fragmented, creating challenges for efficient 
research. In both conceptual and built architecture, biomimicry has been used in numerous contexts and for various purposes. 
This study aims to provide a thorough review by clarifying terminology, explaining the different approaches and classifications of 
biomimicry, and examining built case studies of successful biomimicry in architecture implementation. Furthermore, the discussion 
section will note future recommendations to avoid unnecessary challenges, identify differences between biomimicry approaches, 
and describe steps to encourage future studies. 

KEYWORDS: Environmental engineering; sustainable design; sustainable architecture; biomimicry in architecture; biomimicry 
design approaches.

�   Introduction
In a 2022 press release by the UN environmental programme, 

the buildings and construction sector is said to account for over 
34 percent of energy demand and around 37 percent of CO₂ 
emissions in 2021.¹ The looming threats of environmental di-
sasters urges action, and architecture can play a massive part 
in the solution. Biomimicry is viable for solving many issues, 
including energy efficiency, emissions, and materials. 

Biomimicry is a promising, emerging field of research de-
fined to be the solution to design challenges inspired by natural 
elements and processes.² Janine M. Benyus popularized the 
term in her seminal book Biomimicry: Innovation Inspired by 
Nature (1997), and it has been increasingly used in research. As 
an interdisciplinary approach, biomimicry holds the potential 
to create innovative and sustainable solutions through collab-
oration between architects, biologists, engineers, and experts 
across scientific and design-related fields. The final goal of 
today’s sustainability approaches is to move from a depleting 
linear economy, where raw materials are used to create products 
and later discarded as waste, to a circular economy, where all 
forms of waste are returned to the economy or used more ef-
ficiently. Thus, using nature as a model, biomimicry can create 
solutions that enhance sustainability or generate a restorative 
approach. As a result, biomimicry has become increasingly 
relevant in architecture, used in numerous implementations 
for various purposes, from providing aesthetic inspiration to 
providing thermal comfort, energy efficiency, passive or natural 
ventilation, and more. However, the increasing fragmentation 
in the field accompanies the increase in relevance, owing much 
to the constantly changing and increasing terminologies. 

This paper will first provide an overview of the history and 
evolution of biomimicry, including explanations of contempo-
rary terminologies to resolve confusion and misinterpretation. 

This section will clarify the differences between biomimic-
ry-related keywords and identify how keywords will be used 
throughout this paper. Then, the report will describe the two 
general approaches to biomimicry and provide a framework 
for understanding further classifications of methodologies. 
This section will differentiate between levels of biomimicry 
and provide examples to help visualize biomimicry in archi-
tecture. Last, before the discussion and conclusion section, the 
paper will analyze established case studies of successful imple-
mentations of biomimicry in architecture. This section looks at 
existing design methods and highlights the benefits and limits 
of current implementations. Finally, the discussion section will 
identify issues that arose during the research process, suggest 
steps to avoid unnecessary challenges in the future, compare 
the analyzed case studies to show current biomimicry’s con-
tribution to sustainability, and describe how biomimicry as an 
approach to sustainability in architecture should be promoted 
and encouraged.  

Definition and History:
Biomimicry, bionics, biomimetics, and similar terms all refer 

to mimicking nature in one way or another.³ For approximately 
70 years, biomimicry, and its aliases, have been used by academ-
ics with a general definition of taking lessons from nature and 
incorporating them into practical solutions to human problems. 
However, numerous related terminologies were created due to 
the diverse backgrounds of researchers (biologists, architects, 
engineers, etc.) and the development of various design meth-
ods.⁴ The lack of clarity and consistency in definitions makes 
it challenging to find and understand research reviews and can 
hinder further advances in this promising field of research. 
Thus, this section seeks to clarify some important keywords by 
identifying common interpretations among researchers.
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Every biomimicry-related keyword has a different focus. 
To start, the prefixes “bio” and “eco” have distinct differences: 
“bio” refers to the description and science of life while “eco” 
concerns the relationship between organisms and their envi-
ronment.⁵,⁶ When combining “bio” and “eco” with “morphism” 
or “mimetic,” the focus shifts to the imitation of living things.³ 
Architects are frequently inspired by nature through symbolic 
associations without considering innovation or sustainability.⁷ 
“Mimicry” and “mimetics” then go beyond the simple form 
to focus on representing models on more profound levels for 
various purposes.³ For instance, biomimetics solve practical 
problems through interdisciplinary approaches that transform 
natural processes into solutions for human systems.⁸ It is also 
often used as an adjective form of biomimicry.³ Then, bionics 
intend to enhance mechanical systems through nature-in-
spired technologies and is found most often in products but 
also structural or MEP (mechanical, electrical, and plumb-
ing) systems of buildings.⁹ Lastly, biomorphism and organic 
design relate more to shape and form; the latter bridges over 
to bionics as well.³ To avoid unnecessary complications, this 
paper will use biomimetic in a largely synonymous context to 
biomimicry.

The idea of biomimicry has a long history. Critics and phi-
losophers have been looking to natural organisms as models for 
a harmonious balance between parts of a design since ancient 
Greece. More than 1,700 years ago, the first Chinese umbrellas 
were invented by Lu Ban, a revered inventor in Chinese histo-
ry whose idea formed when he saw children using lotus leaves 
to shield themselves from rain.¹⁰ By mimicking the flexibility 
and repellency of the leaf, Lu Ban created a successful, innova-
tive product of his own. The well-known Leonardo da Vinci 
was also, in many ways, a pioneer of biomimicry: he studied 
the forms of birds’ wings in hopes of finding solutions to en-
able human flight. In addition, many architects and designers 
looked to biology for inspiration in the early nineteenth centu-
ry: Le Corbusier and Frank Lloyd Wright are among the most 
famous examples. 

The history of the terminologies can be traced to 1957, 
when Otto Schmitt, a bioengineer and physicist, first proposed 
the word “biomimetics” to define his device that imitated the 
electrical action of a nerve.⁸ Following closely after, in 1958, 
Jack Steele introduced and defined bionics as the science of 
natural systems or their analogs.³ This was reinforced in the 
1960s under the heavy impact of cybernetics. At this time, the 
word “bionik” was introduced; it merged the German words 
“biologie” and “technik” and referred to the transfer of ideas 
from biology to technology.¹¹ The term was decreasingly used 
for the following 30 years. However, the word was brought 
back and popularized in 1997 through Janine Benyus’s book 
Biomimicry: Innovation Inspired by Nature. Benyus offers the 
most widely known definition of biomimicry in her book: a 
“new science that studies nature’s models and then imitates 
or takes inspiration from these designs and processes to solve 
human problems”.¹²

Approaches to Biomimicry:
Designers have adopted two general approaches to biomim-

icry: solution-based (or “bottom-up approach” or “biology to 

design”) and problem-based (or “top-down approach” or “design 
to biology”).¹³ The two approaches are distinguished by their 
different starting points of development. In a solution-based 
approach, biological knowledge influences human design; the 
research starts with a biological discovery that presents possi-
ble technical applications.³,¹² In a problem-based approach, a 
designer recognizes a technical problem and looks at laws in 
nature for solutions; the research starts with a specific techni-
cal question.³,¹² In addition, a third approach can be identified 
as an extended solution-based approach. This approach utiliz-
es an iterative process driven by a returning question: “What 
if nature has an even better solution?”. Though this approach 
often requires more time and research, it has the potential to 
generate innovative and out-of-the-box outcomes.¹⁴ 

Either way, biomimicry requires designers to approach their 
usual processes differently. Designers traditionally look for 
solutions within their expertise, but a biomimicry-based ap-
proach is interdisciplinary. Most designers need to be educated 
in biology and would benefit from collaborating with biolo-
gists for creative and sustainable findings. Depending on the 
level of biomimicry, collaboration may be the key to literally or 
metaphorically translating biological strategies. Moreover, col-
laboration could help non-biology experts through the most 
challenging abstraction phase.¹⁴,¹⁵

Levels of Biomimicry:
Under the two approaches, biomimicry can be divided into 

three levels: organism, behavior, and ecosystem.⁵ These levels 
are applied to all fields and determine which aspect of biolo-
gy is being mimicked. A design can mimic some parts of an 
organism, an organism’s behaviors or responses in its context, 
or a function of an ecosystem.⁵ Under these three levels, five 
additional dimensions directed to architectural applications 
can be identified: form, material, construction, process, and 
function.¹⁶ To describe these classifications, Pedersen Zari 
developed a comprehensible chart in which she uses a build-
ing mimicking termites as an example, providing imagery that 
helps with understanding the differences between levels of 
biomimicry (Table 1).¹⁶ 
Table 1: A framework adopted from Zari for understanding biomimicry 
uses a building that mimics termites as an example.                             
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construction techniques.¹⁹ Additionally, the advancements in 
design software with digital fabrication and manufacturing of 
composite materials and 3D printing technology have further 
realized biomimetic designs.²,¹⁵ 

On the other hand, there is still a gap between biomimicry’s 
focus on the biosystem, a natural structure, and architecture’s 
human-made nature. While humans create a built environ-
ment, biomimicry is a natural evolution process; this limits the 
cross-domain information for biologists and architects alike 
and has been identified as one of the most significant con-
straints to applying biomimicry to architecture. In addition, it 
should be noted that built case studies of biomimicry in archi-
tecture are still scarce even if built and conceptual examples 
can be found.³ Despite limitations, scholars widely agreed 
that biomimicry is a practical methodology for answering sus-
tainability issues in architectural designs. The potential uses 
of biomimicry in architecture include but are not limited to 
integrating building elements with a life cycle in nature, sup-
porting lightweight structures, and optimizing the building 
envelope. Furthermore, biomimicry provides sustainable heat-
ing, cooling, lighting, and insulation ideas.¹⁹ In the following 
subsections, this paper will review built case studies on current 
architectural implementations by discussing three levels of bio-
mimicry: organism, behavior, and ecosystem.

Organism Level:
For billions of years, organisms have adapted and evolved to 

changes around them. Other organisms have already addressed 
many problems humans struggle with today. Thus, architects 
have numerous examples to draw solutions from, especially for 
optimizing energy and materials. Organism-level mimicry can 
further the understanding of human activities’ environmental 
impact.¹² 

The Lotus Temple in New Delhi, India, is a religious build-
ing that utilizes organism-level biomimicry to inspire form. 
The temple is known for its distinctive, flowerlike shape with 
twenty-seven petals evenly divided into the entrance, outer, 
and inner leaves (Figure 1). This deliberate design reflects the 
beauty and symmetry of a lotus flower, which makes important 
connections to many Eastern and Indian faiths.²⁰ The building 
considers its environmental impact by installing solar panels, 
which generate 20 percent of the needed electricity, and by im-
plementing structures that encourage natural ventilation and 
lighting.²¹ Although the building makes an effort to reflect 
sustainability, it should be noted that the flower petals were 
made with concrete and marble and, to maintain a pristine 
appearance, were reinforced with 300 tons of galvanized bar 
to avoid rusting and cracking.²¹ Overall, though, the temple 
is incredibly successful for its excellence in religious art and 
architecture and for attracting visitors. It is the most visited 
building in India, with over 10,000 visitors per day.²⁰

Buildings are inherently complex, and some can have bio-
mimicry strategies on different levels.³ For instance, the Cairo 
Gate Residence project functions on both the ecosystem level 
(stores water and uses solar power) and the behavior level (via 
its careful orientation, form, and use of natural ventilation).¹⁷ 
In general, mimicry at the organism level primarily inspires 
a building’s form, shape, or structure, whereas mimicking be-
haviors focus on the interactions between the building and its 
surroundings. Although biomimicry can be separated into lev-
els and specific dimensions, it is expected that overlap exists 
between different kinds of biomimicry and that each type is 
not mutually exclusive.¹⁶

Biomimicry in Architecture:
Modern-day requirements for architecture are often com-

plex and necessitate a comprehensive approach to inventive, 
functional, and sustainable building systems. These growing 
demands for the built environment have made architects in-
creasingly interested in the development of biomimicry in 
architecture for ameliorating the technological, aesthetic, and 
environmental impacts of a building.³ High-strength polymers, 
super-efficient structures, zero-waste systems, and materi-
als made from atmospheric carbon are all naturally existing 
structures that architects can learn from to create architec-
ture better suited for the needs of this age.² The biosystem 
adapts naturally to environmental changes, and, in mimicking 
this adaptability of nature, designers find answers to creating 
highly resilient and environmentally sustainable built environ-
ments. Unlike many current sustainable designs, biomimicry 
points to a new model based on optimizing positives rather 
than mitigating negatives.² Thus, biomimicry-based designs 
emerge as a revolutionary trend in architecture.¹⁸ Fortunately, 
the great possibilities of biomimicry are becoming increasingly 
tangible with the development of new building materials and 
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The Gherkin Tower, also known as 30 St Mary Axe, is an-
other example of mimicry on the organism level. Situated in 
London, UK, it represents a successful implementation beyond 
imitating form for aesthetics. This remarkable skyscraper takes 
inspiration from the Venus Flower Basket Sponge: an aquat-
ic organism with a lattice-like exoskeleton and a round form 
(Figure 2). The structure of the sponge allows it to withstand 
the high-water currents of its habitat by dispersing stresses 
in various directions.³ The tower replicates these properties 
through an aluminum-coated steel diagrid structure and a 
similarly curved shape. 

The curved, cylindrical form of the tower allows wind to 
pass smoothly around it (Figure 3). This presents multiple 
advantages. For one, more air flows around the side of a cyl-
inder than around the corners of a rectangle, thus creating a 
higher negative air potential at the back of the building, which 
architect Norman Foster used to drive a natural ventilation 
system.¹² Less wind circulation exists on the ground, reduc-
ing wind turbulence at plaza level and allowing for a social 
living space around the ring structure.¹²,²² The efficiency of 
the diagrid construction, which mimics the sponge’s lattice 
structure, has also allowed the Gherkin tower to use 20% less 
structural steel than a conventional moment-framed build-
ing.²² The tower’s 5-degree rotation between each floor plate 
incorporates wedge-shaped lightwells, allowing light and air to 
reach each floor.¹² To add, the building adopted a double skin 
facade to maximize sun exposure; horizontal shading devices 
are placed between the walls and venting flaps direct hot air 
up and out of the building.¹² In this study, biomimicry-based 
implementations contributed to passive cooling, heating, nat-
ural ventilation, and lighting techniques. With its innovative 
design, the Gherkin Tower is considered the first ecological 
skyscraper in London and has been deemed worthy of many 
architectural awards, such as the Stirling Award.²²

Behavior Level:
Behavior level bases mimicry on the understanding that be-

cause organisms live in the same environment as humans, they 
experience similar issues; thus, humans can learn from how 
these organisms operate within their limited conditions and 
available materials.¹² 

Rolling a planar surface is a simple way to turn it into a 
protective structure. Research has found that many organisms 
use the behavior of wrapping leaves into tubes to support their 
metamorphosis process (Figure 4).² This process is then mim-
icked in architecture projects such as the Shadow Pavilion by 
PLY Architecture, which utilizes sheets of laser-cut aluminum 
rolled into cones and assembled in phyllotactic geometry (Fig-
ure 5).²

A deeper level of mimicry on the behavior level can be rep-
resented by the Eastgate Centre in central Harare, designed 
by Mick Pearce. The building opened in 1996 and stands as 
an iconic, pioneering example of biomimicry in architecture. 
Eastgate is a commercial and office building in Harare, con-
taining two buildings linked with a glass roof.²³ Lead architect 
Mick Pearce wanted the building to be inspired by local na-
ture, which was filled with organisms living comfortably in 
Zimbabwe’s tropical climates.²⁴ Pearce was inspired by Afri-
can termites and their remarkable mounds, specifically its flow 
principle and natural temperature-controlling abilities (Figure 
6).²⁴ Rather than using conventional air-conditioning or heat-
ing, the building is ventilated and thermoregulated passively 
(Figure 7).²⁵ Fresh air is captured in the lower levels, injected 
into collective spaces, and led out through the chimneys.²³,²⁵ 
With forty-eight brick funnels lining the roof and thirty-two 
banks of low and high-volume fans, the building successful-
ly mimics the natural systems of the mounds.²³ At night, the 
heavier hot air stored during the day is attracted upwards and 
led out through the 48 large chimneys, allowing restoration of 
freshness.²⁵ The building stores heat during the day, uses high 
thermal inertia materials which termites use (clay bricks), and 
diffuses heat at night.²⁵ 

Figure 1: The lotus-inspired form of the temple adds aesthetic value and 
reflects the wonderful symmetry of a lotus flower.                             

Figure 2: The Gherkin Tower draws inspiration from the Venus Flower 
Basket Sponge’s form. 

Figure 3: The drawing by Norman Foster shows the differences between 
wind interacting with a standard rectangular skyscraper versus the Gherkin 
Tower, demonstrating the advantages of the cylindrical form. 

Figure 4: A leaf roller caterpillar (genus Aenea) shapes flat leaves into tubes 
and secures them with silk, creating leaf shelters. 

Figure 5: The Shadow Pavilion is built with cone-shaped elements to 
generate a distinctive form. 
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With its effective implementations of biomimicry, the 
building reduces energy consumption by 35% and saves 10% 
on the capital cost in comparison to the average of six other 
conventional buildings with full HVAC (heating, ventilation, 
and air conditioning) in Harare.²³,²⁵

Ecosystem Level: 
The mimicking of ecosystems is described as an integral part 

of biomimicry.⁵ An advantage provided by this level is its abili-
ty to be used in conjunction with the other two levels. Mimicry 
at this level branches into a “circular economy” where there 
should essentially be no by-product.²⁶ The ecosystem level is 
primarily used to ameliorate the urban metabolism, mimicking 
an entire ecosystem and its functions helps to positively shift 
the ecological impact of buildings in the urban setting.²⁷

The One Ocean building in Yeosu, South Korea, has a 140 
meters long facade, ranging from three to thirteen meters 
high. The building is integrated into its urban context and sur-
rounding nature without sacrificing its aesthetics as an iconic 
landmark (Figures 8-9).²⁸ 

Its spatial and organizational concept takes inspiration 
from the ocean’s duality of its endless surface and its immer-
sive depth.²⁸ The buildings’ continuous and twisting surface 
defines the interior space, and its kinetic adaptive facade sys-
tem, structured with moveable lamellas (Figures 10-11), allows 
light control to specific areas of the building.²⁵,²⁸ These lamel-
las are made with glass fiber-reinforced polymer, which, by 
making use of its material properties, allows for movement.²⁵ 
The shutter, which controls light input, moves individually 
through actuators at the ends by mimicking the opening and 
closing system of a Bird-Of-Paradise flower’s stamen, demon-
strating mimicry at the organism level on top of its ecosystem 
level mimicry.²⁵ In addition to light, the adaptable facade, with 
its strategic orientation, enhances natural ventilation by cap-
turing and guiding winds through the building.²⁹ Other than 
its functional purposes, the movement builds on the sensuous 
experiences of One Ocean and is a major attraction to visitors.  

Regarding energy use, photovoltaic panels in the roof land-
scape generate solar electricity responsible for two-thirds of 
the total consumption.²⁹ In all, the building successfully and 
seamlessly relates form, material, light, and movement with its 
innovative approach to biomimicry.

Although innovative, the One Ocean building primari-
ly falls under the biomimicry level of form and does little in 
demonstrating ecosystem-level biomimicry’s potential to fa-
cilitate regenerative design at the urban scale. An example 
that better illustrates this ability would be the Lloyd Crossing 
Project in Oregon, USA, which was a visionary plan designed 
for an existing, mixed-use 35 block area in Northeast Portland 
(Figure 12).

The plan was inspired by local ecosystem patterns and its 
abilities to catalyze regeneration at the district level.³⁰ Mithūn 
and Greenworks designers based their plan on a function-
al concept of “Pre-development Metrics,” which embodied a 
theoretical baseline illustrating the ecological profile of the site 
before human presence.³¹ The plan establishes specific perfor-
mance goals in three areas: wildlife habitat, water and usage 
quality, and energy consumption.³¹ The designers assessed 
both the pre-development conifer forest ecosystem and the ex-
isting urban ecosystem to identify gaps, which were then used 
to define ecological performance targets and long-term urban 
development strategies (Figure 13).³⁰ Four principles were de-
rived from these pre-development metrics: restore habitat and 
vegetation canopy, rely on on-site rainwater, fully utilize locally 
available solar energy, and create overall carbon neutrality.

Figure 6: Comparison of termite mounds’ flow principles and that of 
Eastgate. 

Figure 7: Passive thermoregulation of Eastgate. 

Figures 8-9: View of the One Ocean building in its urban and natural 
context. 

Figures 10-11: Opened and closed lamellas of the One Ocean building. 

Figure 12: The Lloyd Crossing urban design plan. 

Figure 13: Examples of strategies planned for high-rise buildings. 
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Starting with habitat restoration, the plan compares the 
predevelopment metric of 90 percent tree cover to 14.5 per-
cent at the time of design and attempts to reestablish 25 to 
30 percent tree cover.³⁰,³¹ An abstracted mixed-conifer forest 
would be achieved, involving native “forest patches,” rooftop 
gardens, green streets, and habitat corridors.³¹ Another im-
portant aspect was water optimization. The plan looks at the 
64 million gallons of rainwater received per year and proposed 
water consumption reduction, rainwater treatment and har-
vesting, and wastewater reuse.³¹ In terms of energy, the plan 
focuses on utilizing the 161 million kilowatt hours per year 
of solar energy available to the neighborhood.³¹ To reach its 
goal of creating an overall carbon-neutral strategy, the design 
recognizes the construction industry’s high consumption of 
raw materials and gives preference to materials that employ 
renewable resources, are available within 300-500 miles of the 
site, and have low embodied energy and a positive Live Cycle 
Assessment.³¹ Lastly, the plan builds on successful qualities of 
the older core neighborhoods and argues that its new features 
will lead to a unique district identity with new open spaces, 
mixed use residential units, set-back towers to allow sun light 
at street level and more.³¹
�   Discussion
During the research process, terminologies become an ap-

parent problem. It takes substantial effort to identify which 
definition of biomimicry-related terminology an article uses, 
and when referencing multiple papers, understanding the 
material becomes challenging as one would need to switch 
between different authors’ use of terminology. This issue is es-
pecially evident in the research of biomimicry, where numerous 
related keywords and variations of definitions are generated 
constantly as the field expands. Confusion surrounding con-
sistent terminology can discourage and delay further studies 
on the topic; thus, a solution should be proposed. Furthermore, 
it is unlikely and unnecessary that all researchers agree on a 
single definition, especially in this context where biomimicry 
is still an emerging concept that researchers should continue 
to debate, explore, and expand upon. Thus, another proposal 
should be made; it is easy and effective if the paper notes how 
it will use specific terms at the beginning of the article. For in-
stance, in the section immediately following the introduction, 
this paper stated that biomimetic would be used as an adjective 
for biomimicry: “in a largely synonymous context.” Following 
this example may help to make future research more efficient. 

In terms of biomimicry, and related approaches, in archi-
tecture, it is evident that the discipline is implemented with 
various focuses, including symbolic associations, aesthetic con-
cerns, and sustainability. In studying established case studies, 
this paper has shown that biomimicry only sometimes address-
es sustainability concerns. For instance, the Lotus Temple used 
biomimicry mainly to produce its visually striking aesthetics. 
Although it does show consideration for sustainability, its im-
plementations of openings for ventilation and solar panels for 
electricity stem from ideas unrelated to biomimicry and are 
separate from its different biomimetic approaches. The design 
used nature primarily to inspire formal and symbolic associa-
tions, which do not automatically constitute sustainable forms 

of architecture, abandoning further investigation to develop 
resource-efficient structures or materials that may have con-
tributed to better addressing the sustainability aspect.   

In contrast, the Gherkin Tower, which also adopted organ-
ism-level biomimicry, investigated the Venus Basket Flower 
Sponge’s form more in-depth; the sponge’s ability to disperse 
water currents was put into consideration and replicated in 
the building through a cylindrical shape and a diagrid struc-
ture. By extending the analysis beyond aesthetics and symbolic 
associations, the Gherkin Tower reduced structural steel and 
utilized natural ventilation along with other passive control 
systems. Although biomimicry is not always used as a solu-
tion to sustainability, it is clear that it has enormous potential 
and evident successes in doing so. Thus, this paper encourages 
future biomimetic implementations and further research re-
garding this discipline.

Looking at the Lloyd Crossing project, we see the potential 
biomimicry has in optimizing resources and creating regen-
erative strategies. Unlike many other examples, this project 
was able to devise a holistic approach addressing multiple fac-
tors such as biodiversity, material flow, and carbon neutrality. 
Their method of using the complex ecosystem as the base of 
its performance goals proved successful. Understanding and 
integrating more in-depth ecological knowledge into the de-
sign was the key to developing this regenerative plan, and this 
raises the importance of such knowledge in advancing bio-
mimicry. To move forward with ecosystem-level biomimicry 
as an approach to regenerative urban design, it is crucial to in-
tegrate local ecological factors into design phases. More can be 
achieved with more extensive comprehension on these ecosys-
tems. This further encourages interdisciplinary collaborations 
to utilize the advantages of having thorough understanding of 
both design methods and biological details.             

A few questions should be asked in promoting biomim-
icry as an approach in architecture. What drives sustainable 
practices and pushes architects and designers to utilize bio-
mimicry-based implementations? Research has found that 
the primary motivation behind sustainable design was auton-
omous motivations, which emerged from individuals.³² This 
refers to a person’s moral imperatives, personal commitments, 
and similar ideas. Of course, extrinsic motivators play a role 
as well; for instance, client demand seems to be the initial 
motivator in many cases, though many elaborated that the per-
ceived demands for sustainability were surprisingly little, and 
it was often the architects themselves that became the primary 
driver to instigate inclusion of sustainable elements.³² Interest-
ingly, the self-determination theory also suggests that extrinsic 
factors may be internalized over time; in other words, the per-
ceived autonomous motivations may be developed through 
external factors.³³

Since this internalization may drive architects and designers, 
external motivators such as legislation should promote designs 
that address sustainability issues, especially innovations such 
as biomimetic approaches. Some also argue that the solution 
to fostering sustainable designs lies in governmental relief di-
rected to low and zero-carbon building investment activities 
through financial and non-financial incentives.³³ 
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Another way to encourage greater adoption of biomimicry 
is to increase awareness of the field. An unexpected discovery 
was made during the research process: few people, including 
architects, knew what biomimicry was. Even if one was fa-
miliar with famous examples of biomimicry in architecture, 
such as the Bird’s Nest of China, the building was broadly not 
identified as an example of biomimicry. This is mainly for two 
reasons: for one, biomimicry is still a relatively new concept 
in architecture; thus a limited number of people have come in 
contact with the term at all, let alone made an effort to learn 
more about it; for another, older architectures did not promote 
or note themselves as examples of biomimetic implementa-
tions, mostly because biomimicry was not a popular term in 
its age. To help biomimicry reach a wider audience, research-
ers should try to bring up biomimicry in related conversations 
and participate in interdisciplinary collaborations, buildings 
that use a biomimetic approach should actively include the 
concept in their descriptions and advertisements, and train-
ing programs or school curriculums should consider including 
biomimicry in its education. To start, researchers must help 
“spread the word.” Otherwise, only those actively researching 
the field will come across the term. 

Additionally, collaborations between different fields will 
help generate novel solutions; since biomimicry is an inter-
disciplinary study, biological knowledge combined with design 
methods is the key to creating innovative results. Of course, 
the idea of biomimicry, if continuously proven successful, will 
popularize itself with time. But why should we wait instead 
of aiding this process? In the same context, new and older ar-
chitecture that now understand its approaches as biomimetic 
should make the biomimicry aspect of their building known. 
Not only does this help encourage future implementation, but 
it also sets helpful models for architects and designers and 
becomes easily identifiable as potential case studies for re-
searchers. For the building itself, biomimicry can be a selling 
point. Lastly, education is the most direct way architects can 
come into contact with biomimicry. If schools start to include 
biomimicry as a part of the course curriculum, studying and 
understanding it becomes natural. The first step would be 
developing biomimicry-focused courses for architecture stu-
dents. Then, it can be required that students take at least one 
credit of said course to complete an architecture degree. These 
three proposed methods can help stimulate biomimicry as an 
approach to sustainable architecture.
�   Conclusion
The growing interest in biomimicry in architecture has 

led to increasing fragmentation due to scholars’ different in-
terpretations of terminologies. To clarify, the paper reviewed 
the history of terminologies, telling how terms developed into 
what we know today, and summarized common variations of 
keywords among researchers today. To a certain level, there is 
a consensus on what biomimicry is, and the similar associa-
tions to nature-drawn inspirations of many related terms help 
to organize general definitions. The paper recommends that 
authors state the definition they will utilize at the beginning 
of an article to avoid confusion for researchers.

With Benyus’ classification system of ecosystem, behavior, 
and organism, and Zari’s further division of form, material, 
construction, process, and function, the complexity of biomim-
icry can be reduced by a certain degree, and understanding the 
concept becomes more straightforward. Across all frameworks, 
it is implied that sufficient knowledge of biology increases the 
potential and impact of biomimicry in architecture; in some 
cases, depending on the design complexity, biomimicry may 
not be realized without a certain level of biological under-
standing. In agreement with this trend, this paper encourages 
collaboration between disciplines to maximize biomimicry’s 
potential in producing successful, creative, and innovative 
solutions. Developing a joined and unified database of classi-
fication systems, design methods, and biological information 
may help make biomimicry more accessible to researchers and 
designers. 

While sustainability is stately included in some biomimic-
ry-related terminologies and definitions, the paper has revealed 
that not all cases address this. In some instances, biomimic-
ry-related keywords are directed at symbolic associations; 
in others, terms are explicitly used to describe technological 
aspects. The general agreement amongst scholars is that bio-
mimicry is built on two key components: drawing lessons from 
nature and using them to develop practical solutions to human 
design problems. The well-rounded nature of biomimicry ap-
proaches pushes it in numerous directions, creating distinctive 
architectural implementations. In the current built environ-
ment, biomimicry has been used to drive a natural ventilation 
system, provide passive control systems, and ameliorate aes-
thetic components. However, the field is still relatively new 
and abstract. Thus, further research is needed to reveal bio-
mimicry’s specifics and hidden possibilities. 

In conclusion, the building sector must become environmen-
tally conscious and actively reduce its contribution to global 
climate change. By taking nature as the source of inspiration, 
biomimicry is suitable for addressing these urgent demands. 
However, biomimicry still needs unification in methodology 
and research, underscoring the need for further investigation. 
Consistent terminology will help increase accessibility and ef-
ficiency in research, thus prompting development in the field, 
generating more design solutions that may contribute to the 
reduction of climate change. Having a shared understanding 
of terms will ease the process of spreading information; this 
will then increase awareness. Finally, though biomimicry does 
not guarantee a high level of sustainability, it can do so and go 
beyond the reduction of negatives by optimizing positives with 
regenerative solutions.
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ABSTRACT: Cancer is one of the most prevalent diseases and encompasses three main points of treatment:  Cure, Control, 
and Palliation. The control stage of various cancer treatments often leads to severe side effects and significantly increases costs 
due to the extensive resources needed. This study used initial region-based dietary factors and current naturopathic data to 
develop an effective, safe, and accessible pharmaceutical for cancer therapy. Six compounds were found through region-based 
statistics and molecular pathways, with Receptor Tyrosine Kinase (RTK) being identified as the primary pathway. Currently, many 
RTK Inhibitors (RTKIs) are expensive and contribute to various side effects, limiting their use in different regions worldwide. 
Therefore, two modeling software programs, AutoDock-Vina and Desmond, were employed to compare the probability of natural 
metabolites inhibiting RTKs. The metabolite EGCG demonstrated convincing binding possibilities to the active sites, offering 
a potential route to inhibit their cancerous functions. Comparing natural metabolites with RTKIs revealed strong correlations 
between binding affinity and active site placements. The novel method, along with its various results, demonstrates the potential 
for fostering further pharmaceutical development. This study aims to translate the primary findings into an effective treatment 
that can be accessible and widely used around the globe.  

KEYWORDS: Computational Biology and Bioinformatics; Computational Pharmacology; Cancer Treatment; Natural 
Metabolites; Receptor Tyrosine Kinases; High Throughput Screening.

�   Introduction
Background:
Cancer is the leading cause of death worldwide, accounting 

for one-sixth of all global mortalities.1 It is characterized by the 
accumulation of mutations within DNA, resulting in abnor-
mal cell growth and tumor formation in most patients. These 
mutations can take various paths to become oncogenic, with a 
significant portion identified in cancer patients arising from 
misfolded proteins. Specifically, mutations occurring during 
the transcription or translation steps produce dysfunctional 
or nonfunctional proteins.² Proteins are present throughout 
the human body, playing crucial roles in various cell signaling 
pathways. Cell signaling pathways encompass a multitude of 
pathways found in the human body, facilitating the reception 
and response to signals. The first stage of cell signaling path-
ways, the reception stage, is mediated by a class of proteins 
called cell receptors. These receptors are located within or 
on the surface of cells and serve as the regulatory component 
of signaling pathways. They relay signals to activate specific 
transduction stages. Mutations in these receptor proteins can 
disrupt proper regulation and contribute to the development 
of various forms of cancer.³ Cell surface receptors are divided 
into three categories, each with its own reception stage and 
functional properties. The first category is G Protein-Coupled 
Receptors, cell-surface receptors with diverse human peripheral 
nervous system functions. The second category is Ion Channel 
Receptors, which primarily regulate the flow of ions to main-
tain physiological equilibrium in systems such as digestion, 
cognition, and the heart. Lastly, Receptor Tyrosine Kinases 

(RTKs) are transmembrane proteins that function as protein 
kinases. They work in pairs and dimerize upon activation, al-
lowing them to regulate highly specific cellular functions.⁴

Common Knowledge:
Unhealthy dietary factors play a significant role in cancer 

development worldwide. The consumption of substances such 
as glucose and refined carbohydrates, which promote rapid cell 
growth, is strongly associated with an increased risk of can-
cer.⁵ Therefore, one identified approach to significantly reduce 
the risk of cancer is to adopt diets that are low in substances 
promoting cell growth while emphasizing the consumption of 
foods that are low in calories and fat and rich in phytochemi-
cals and antioxidants.⁶ By avoiding unhealthy foods, individuals 
can lower their chances of developing cancer. Furthermore, 
certain foods containing specific chemicals and metabolites 
have demonstrated significant roles in cancer regulation and 
prevention. These foods are highly recommended as part of 
daily diets due to their potential benefits in combating cancer.⁷ 

Project Objective:
This project aimed to identify naturally occurring metabo-

lites that exhibit strong capabilities in inhibiting the functions 
of misfolded cell receptors during cancer's prevention and ther-
apy stages. Established data on foods and chemical types with 
potential cancer-preventive properties were cross-referenced 
to achieve this. Each subcategory was thoroughly examined to 
understand their involvement in cell signaling pathways and 
chemical interactions within the human body. Pathways asso-
ciated with Receptor Tyrosine Kinases (RTK) were specifically 
chosen due to their frequent malfunction in cancer cases.⁸ The 
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identified chemical types were then cross-tested against RTKs 
and existing FDA-approved chemotherapy options. The col-
lected data were analyzed to identify potential candidates for 
new chemotherapy drugs. The goal was to discover alterna-
tives that could provide therapeutic benefits similar to existing 
drugs but with reduced costs and minimize side effects. The 
findings aimed to contribute to developing improved chemo-
therapy options for cancer treatment.

Project Pathogenesis:
Cancer can manifest in various ways within the human body, 

affecting multiple pathways and organ systems. This project 
focuses explicitly on targeting malfunctioning and carcinogen-
ic cells during the secondary stage of cancer treatments. To 
identify potential targets, empirical studies on cancer pathways 
were analyzed. Cancer pathways involving Receptor Tyrosine 
Kinases (RTKs) were chosen among the three common types 
of receptors due to their widespread association with cancers. 
RTKs are necessary for diverse processes such as proliferation, 
differentiation, gene transcription, and metabolic regulation.⁸ 
RTKs are activated by ligands, signaling molecules that bind 
to the protein's active site, initiating transduction pathways. 
They are the most complex receptor type in the body, with 
various forms and intricate negative feedback loops that reg-
ulate their activity. This complexity in structure and function 
contributes to a wide range of complications, including al-
tered gene transcription and feedback regulation. RTKs are 
a class of transmembrane proteins with enzymatic activity, 
catalyzing the phosphate group transfer from Adenosine Tri-
phosphate (ATP) to tyrosine residues. The extracellular region 
of RTKs is known as the ligand-binding domain, responsible 
for binding and signaling ligands, while the cytoplasmic re-
gions contain the tyrosine kinase region.⁹ This study focused 
on vascular endothelial growth factor receptor (VEGFR) for 
testing purposes due to its significant role in cancer devel-
opment, promising preliminary data, and specific functional 
factors. VEGFR is typically present in endothelial, glial, and 
smooth muscle cells. Mutations in the P53 gene have been 
observed to cause misfolding and amplification of VEGFR, 
commonly associated with glioma, lung, and breast cancers. A 
positive feedback loop exists within VEGFR, where P53 relies 
on VEGF expression for activation. Mutations in both VEG-
FR and P53 lead to rapid progression and malfunction. It has 
been shown that VEGF expression and overexpression can in-
crease the expression of STAT3 and MYC, resulting in unique 
cell growth patterns.¹⁰ Finally, due to VEGFRs previously 
discussed prevalence in cancer models, proper documentation 
and files are present in In-Silico databases. 
�   Materials and Methods 
Screening Tools:
In-silico docking techniques have received significant atten-

tion for their advanced approaches, simulations, and software 
programs. These molecular dynamic software programs com-
pare and analyze interactions between ligands and proteins. 
Each program utilizes different datasets, including binding 
efficiencies, distances, conformability, stability, and other fac-
tors relevant to ligand-protein interactions. In this study, two 
software programs, Autodock Vina and Desmond, were uti

lized with various visual programs to finalize the data analysis 
process. These software programs were crucial in examining 
and understanding the research context's interactions between 
ligands and proteins.

Autodock Vina:
Autodock Vina, separate from Autodock 4, is widely rec-

ognized as one of the field's most commonly used modeling 
software programs. Its popularity stems from its user-friend-
ly interface and accessibility. The program employs a scoring 
function that enables the prediction of noncovalent binding 
between ligands and proteins. By predicting and analyzing 
these interactions, users can screen many drugs and ligands 
without a physical laboratory setup by predicting and analyz-
ing these interactions. Gibbs free energy is involved during 
the binding process. Autodock utilizes the intermolecular part 
of the lowest-scoring conformation of the protein-ligand in-
teraction to provide the Gibbs free energy estimate. Various 
optimization algorithms are employed to ensure accurate data 
generation. The final results from Autodock Vina include the 
Gibbs free energy values, which indicate the likelihood of in-
teraction and the distances from specific bond locations. The 
software is typically configured to provide the top eight bind-
ing probabilities based on free energy calculations. It requires 
a minimum of thirty minutes for preparation and running, 
offering relatively quick results and generating a larger data-
set than a traditional laboratory experiment. It's important to 
note that Autodock Vina is a computational dynamics soft-
ware; its results are only considered partially accurate due to 
potential inconsistencies between the software and the natural 
environment. Therefore, caution should be exercised in the in-
terpretation of the results obtained.

Desmond:
Schrödinger's molecular dynamics software, Desmond 

2022-3, is renowned for its capability to simulate and analyze 
a wide range of data points. It stands out as a powerful tool due 
to its ability to configure a cellular environment that closely re-
sembles real cells. Desmond can replicate real-world pathways 
by considering structural changes influenced by environmen-
tal factors, such as the cell's cytoplasm. It considers solvent 
concentrations, the thermodynamic environment, and pressure 
gradients for a comprehensive analysis. The program utilizes 
real-world variables and compares the positions and veloci-
ties of the initial ligand atoms over a time frame measured in 
nanoseconds. It also considers the molecular mechanic's force 
field for accurate modeling.  Desmond encompasses six key 
areas of investigation: Forces, Particles, Force fields, Space, 
Time, and Dynamics. This comprehensive approach enables 
Schrödinger's software to produce highly accurate results, 
making it a valuable tool in drug discovery processes. Due to 
the computational complexity, each simulation in Desmond 
requires a considerable amount of time to complete and run, 
typically around 7 hours. The need for meticulous analysis of 
each nanosecond of a simulation further limits the number of 
Desmond trials that can be performed. Once a simulation is 
finished, Desmond provides a detailed analysis spanning 12 
pages, covering various aspects such as amino acid interactions, 
stability, time progression, ligand and protein movement, and 
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towards the active site and the strongest binding affinities. The 
chemical compounds curcumin and flavan-3-ols were proposed 
for further investigation. They exhibited the greatest affinity 
towards the active site with three poses within 7 Å and the 
highest binding affinity resulting in increased entropy during 
simulation. Within the category of teas, the study identified 
a subclass known as catechins, which are natural phenols and 
antioxidants belonging to the flavan-3-ols family. One promi-
nent catechin is Epigallocatechin gallate (EGCG), commonly 
found in green tea. EGCG is a single-molecule compound 
with various expressions and regulations in cell signaling path-
ways. The study then focused on studying the most prominent 
cell signaling pathways associated with EGCG, utilizing em-
pirical studies and Kegg pathways for analysis.

Autodock Compound Comparison against RTKI Lenva-
tinib:

The analysis of VEGFR revealed that it functions as a het-
erodimer requiring dimer formation for activation. The active 
site, located towards the north of the protein, serves as the bind-
ing site for both tested molecules. Lenvatinib exhibited most 
of its poses anchored towards the labeled active sites, although 
a few poses were found to bind through alternative means. On 
the other hand, EGCG demonstrated a 100% placement rate 
within the active site amino acids, indicating a strong affinity 
for the binding site. Furthermore, the relative position of the 
molecules within the active site was examined, with EGCG 
showing closer proximity to the identified active site amino ac-
ids compared to Lenvatinib, as shown in Figure 2. The binding 
affinity analysis supported this position within the active site, 
which revealed that EGCG exhibited a considerably stronger 
attraction than Lenvatinib, as indicated by the Gibbs free en-
ergy, as shown in Figure 1. When comparing the visual binding 
conformability, it was seen that both metabolites bind in the 

binding confirmation. This extensive analysis aids in drawing 
in-depth conclusions from the simulation results.

Initial Literature Compounds Identification:
The initial chemical compounds used in this study were 

identified based on information from the American Institute 
for Cancer Research (AICR) and empirical studies highlight-
ing their relevance to similar processes within the human body. 
These compounds belonged to prominent chemical families 
and served as the foundation for conducting in-depth inves-
tigations in the later stages of the study. Furthermore, these 
chemical compounds were selected based on their relevance to 
cancer prevention and their presence in natural sources. The 
study aimed to investigate the potential inhibitory effects of 
malfunctioning cell receptors and their interactions within cel-
lular pathways. By selecting these compounds, the researchers 
sought to focus on substances with potential cancer-preventive 
properties and explore their effects and interactions in greater 
detail. 

1. Flavan-3-ols: Flavan-3-ols are a family of compounds 
found in many fruits and teas. They are single-molecule 
monomers with a molecular formula of C₁₅H₁₄O₅.¹¹

2. Tetrahydrocurcumin: Tetrahydrocurcumin belongs to the 
curcuminoid family of compounds and is a natural curcumin 
derivative. It has a structure derived from a beta-diketone and 
is classified as a polyphenol and diarylheptanoid. Its chemical 
formula is C₂₁H₂₄O₆.¹² 

3. Curcumin: Curcumin is a compound found in the Zin-
giberaceae family, most commonly extracted from turmeric. 
It is a single-molecule monomer classified as a polyphenol 
and exhibits antioxidant properties. Its chemical formula is 
C₂₁H₂₀O₆.¹³ 

4. Chlorogenic Acid: Chlorogenic acid is a family of com-
pounds that refers to different esters.  It is found in various 
fruits and herbs and is a small organic oxygen compound. Its 
structure is representative of aromatic homocyclic compounds. 
Chlorogenic acid has a chemical formula of C₁₆H₁₈O₉.¹⁴ 

5. Coumarin: Coumarin belongs to a class of compounds 
with a benzene structure. It is an aromatic organic chemical 
compound found in various plants and herbs. Due to its small 
molecular weight and size, it can act as a target for inhibition 
within cell signaling pathways.  Coumarin has a molecular for-
mula of C₉H₆O₂.¹⁵ 

6. L-theanine: L-theanine is an amino acid derivative com-
monly found in teas and mushrooms.  It is closely related to 
the amino acid glutamate. L-theanine is primarily associated 
with the regulation of brain functions. It has a chemical for-
mula of C₉H₁₁NO₂.¹⁶ 

In-Silico Compound Identification:
After screening the chemical groups using Autodock with 

the protein VEGFR, the data ranked the family classes in the 
following order of effectiveness: 1. Flavan-3-ols, 2. Tetrahydro-
curcumin, 3. Curcumin, 4. Chlorogenic Acid, 5. Coumarin, 6. 
L-theanine. Although initial empirical studies suggest prom-
ising results for all six chemical groups, the analysis disproved 
this hypothesis as none showed a high affinity towards the 
active site of the RTK VEGFR. As a result, the focus of the 
study shifted to the chemical families with the highest affinity 

Figure 1: Gibbs Free Energy for EGCG vs. Lenvatinib; EGCG 
outperforms RTKI Lenvatinib in all eight binding poses provided by 
Autodock. 

Figure 2: Bond Distance from Active Sight for EGCG vs. Lenvatinib; 
EGCG exhibits binding positions closer and more consistent towards the 
active sight over the eight binding poses compared to RTKI Lenvatinib. 
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same region, supporting proper activation placement. How-
ever, the results overwhelmingly favored EGCG in terms of 
its binding characteristics and affinity towards the active site. 
These findings provide compelling evidence for the need to 
conduct further molecular dynamics testing with EGCG as a 
potential therapeutic candidate.

Demond Molecular Dynamics Compound Comparison 
against RTKI Lenvatinib:

Desmond, a powerful ligand-protein simulation tool, was 
used in this study to obtain in-depth and correct results. The 
docking in Desmond was performed using reference poses 
identified within Autodock Vina, with each simulation being 
approximately 12 times longer than the average Autodock tri-
al. This precision simulation in Autodock was necessary before 
transferring the results to Desmond. Desmond provided root 
mean square deviation (RMSD) results for each simulation, 
although only four were analyzed and discussed in detail. 
These data sets comprehensively analyzed various key points 
related to ligand-protein interactions. 

The analysis of VEGFR ligand-protein contacts showed 
a substantial overlap between EGCG and Lenvatinib, high-
lighting their efficacy in inactivating the active site through 
direct blocking. Within EGCG, amino acids Valine 21, Glu-
tamic Acid 95, Asparagine 92, Leucine 99, and Serine 97 were 
identified within the active site region and exhibited inter-
actions with EGCG and VEGFR. Glutamic Acid formed 
a direct hydrogen bond, while other amino acids participat-
ed in water-mediated bridges induced by the solvent-filled 
environment. Similar results were observed for Lenvatinib, 

with amino acids Serine 97 and Asparagine 92 forming di-
rect active site hydrogen bonds and Leucine 11 and Arginine 
13 forming water-mediated bridges. The root mean square 
fluctuation (RMSF) analysis of the protein and ligand demon-
strated effective stability by the end of the 100 nanoseconds 
of testing. A comparison between EGCG and Lenvatinib re-
vealed that EGCG exhibited greater stability with minimal 
ligand or protein movement, while Lenvatinib showed more 
significant movement. This difference could be attributed to 
the time constraints of the simulations, with more extended 
tests potentially revealing greater stability. Nonetheless, it was 
clear that EGCG reached a stable reference pose faster than 
Lenvatinib.  Protein-ligand contacts further supported the no-
tion of proper inhibition, as bonds were formed with active 
site amino acids throughout the simulation. Overall, the sim-
ulation results obtained through Desmond provided valuable 
insights into the interactions between the ligands (EGCG and 
Lenvatinib) and the VEGF protein. These findings further 
support current in-vitro studies for the potential of EGCG as 
a promising candidate for further investigation as an inhibitor 
of VEGFR.¹⁷ 
�   Conclusion
This study aimed to identify a natural metabolite that shares 

analogous features with FDA-approved receptor tyrosine ki-
nase inhibitors (RTKIs) by employing two different ligand 
interaction software tools to analyze various aspects of li-
gand-protein interactions. The focus was on a subclass of cell 
receptor proteins called RTKs, which play a role in cancer regu-
lation. The study utilized chemical compounds from subclasses 
identified by AICR and subjected them to investigations using 
Autodock Vina, Desmond, and drug efficacy measurements. 
EGCG emerged as the most promising metabolite for further 
investigation among the compounds tested. Contrary to ini-
tial expectations based on the effectiveness of its family class, 
EGCG exhibited results supporting its efficiency, comparable 
to the tested RTKIs. The study observed highly effective in-
hibition rates of EGCG, making it a compelling compound 
for drug investigation and potential modification for use. 
The identification of EGCG as a potential candidate opens 
avenues for further research and potential optimization to en-
hance its drug-like properties that must be further tested in 
clinical studies. In-silico software cannot fully replicate in-vitro 
and in-vivo environments and must be validated. Overall, this 
study highlights EGCG as a metabolite with promising inhib-
itory properties similar to FDA-approved RTKIs.   
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ABSTRACT: Per- and polyfluoroalkyl substances (PFAS) are man-made chemicals extensively used worldwide in numerous 
applications and, therefore, are continuously being introduced to the environment through various anthropogenic activities. This 
is problematic since PFAS are characterized by their long-term persistence in the environment, and concerns have been growing 
regarding their toxicity to human and ecological health. Here, we present the different pathways whereby PFAS contaminates 
soils and the various applicable remediation methods. These can be grouped into three categories: Immobilization, mobilization, 
and degradation. Immobilization approaches trap PFAS within the soils, reducing their mobility and bioavailability. Mobilization 
techniques enhance the mobility of PFAS from the soil into another medium (e.g., water, sorbents, plants, etc.). Degradation 
methods involve the partial or complete destruction of PFAS in place. Future studies should consider investigating hybrid methods 
(i.e., coupling two or more approaches), such as the in-situ mobilization of PFAS coupled with either immobilization, thermal 
destruction or chemical oxidation. Such combined remediation approaches might result in increasing treatment efficiencies and 
decreasing costs. 

KEYWORDS: Environmental Engineering; Soil Remediation; Immobilization; Degradation; Mobilization.

�   Introduction
Per- and polyfluoroalkyl substances (PFAS) are classified 

as “Fluorochemicals,” which is a general term that describes 
a universe of organic and inorganic substances that contain at 
least one fluorine atom (F).¹, ² A subgroup of fluorochemicals 
contains the perfluoroalkyl fraction CnF2n+1– (n is a positive 
integer), whereby all of the hydrogen atoms (H) on the car-
bon atoms (C) have been replaced by F atoms. Consequently, 
these compounds are referred to as ‘‘perfluoroalkyl and polyflu-
oroalkyl substances’’, abbreviated as PFAS.³ For perfluoroalkyl 
substances, all carbon atoms in the chain are fully saturated 
with fluorine atoms. Hence, only C–F bonds exist, while in the 
case of polyfluoroalkyl substances, the carbon chain is saturat-
ed mostly with fluorine since it contains some C–H bonds, as 
shown in Figure 1. The partial or fully fluorinated alkyl chain 
is usually connected to a functional group, such as carboxylates, 
sulfonates, sulphonamides, phosphonates, and alcohols.², ³

Since their invention in the 1930s, PFAS have been widely 
used in numerous industrial and commercial applications and 
were the main ingredients in nonstick and waterproof coatings.⁴ 

Currently, PFAS are extensively used for the production of var-
ious commercial and industrial products,⁴ including, but not 
limited to, textile stain and soil repellents, food-contact paper, 
coatings, paints, personal care products, surfactant agents, and 
aqueous film-forming foams (AFFFs). Buck, et al. ³ thoroughly 
explained the terminology, history, and structure of PFAS. The 
most detected compounds of PFAS in environmental systems 
are PerFluoroOctane Sulfonic acid (PFOS, C₈HF₁₇O₃S) and 
PerFluoroOctanoic Acid (PFOA, C₈HF₁₅O₂).⁵ This was ex-
pected since, among all PFAS compounds, PFOA and PFOS 
(Figure 2) have been manufactured the longest.⁴

Environmental PFAS contamination is problematic since 
these chemicals are extremely hard to decompose under nor-
mal environmental conditions due to their strong C–F bonds. 
Hence, they are characterized by their long-term persistence 
in various ecosystems – sometimes, they are referred to as the 

Figure 1: Difference between perfluoroalkyl and polyfluoroalkyl substances 
for the case of fluoroalkyl carboxylic acid. 

Figure 2: Chemical structure of PFOA and PFOS. 
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“forever chemicals.” Because PFAS can bioaccumulate in or-
ganisms, concerns have been raised regarding their toxicity to 
human and ecological health.⁶ For instance, the half-life of 
PFOA and PFOS in human blood ranges from two to five 
years,⁷ and several illnesses and dangerous side effects have 
been linked to the presence of PFAS in the human body, 
including, but not limited to, high cholesterol, lower birth 
weight, ulcerative colitis, pregnancy-induced hypertension, 
thyroid disease, testicular cancer, kidney cancer, and decreased 
response to vaccines, among others.⁶ Such concerns have led 
the United States Environmental Protection Agency to set a 
limit on PFAS concentration in water not exceeding 70 parts 
per trillion (ppt).⁸

Numerous studies and investigations have led to the develop-
ment of technologies that can remediate PFAS-contaminated 
ecosystems.⁹-¹¹ Most of the current PFAS remediation meth-
ods are predominantly used for the treatment of contaminated 
water (e.g., drinking water, wastewater, groundwater, etc.) 
and are not readily available for the efficient remediation of 
PFAS-contaminated soils.⁹, ¹⁰, ¹² Soil contamination by these 
fluorinated substances is very problematic, primarily because 
of the continuous leaching (i.e., release) of PFAS from the 
polluted soil to the groundwater flow.¹³ Here, we review the 
occurrence of PFAS in soils, the different treatment techniques 
that can be adopted for remediating PFAS-contaminated soils, 
and the possible coupling of different remediation methods for 
treating PFAS contamination in such sedimentary ecosystems 
more efficiently and at lower costs.

Occurrence of PFAS in Soils:
Soils can be contaminated with PFAS from various appli-

cations or sources, such as the use of aqueous film-forming 
foams (AFFFs) for fighting fires, effluents from wastewater 
treatment plants, leachate discharge from landfills, and seep-
age from contaminated wastes such as biosolids.¹⁴ Depending 
on the pollution source, PFAS concentrations in soils vary 
from a few ppt to thousands of parts per billion (ppb).¹⁵

Firefighting Foams:
PFAS from AFFFs are usually introduced to the environ-

ment during the storage, handling, use, and post-use cleaning 
stages.¹⁶ The common release of AFFF occurs during fire-
fighting operations, resulting in a large volume of PFAS 
entering the environment. Soil contamination from firefight-
ing foams at training sites (Figure 3) has also been reported.¹⁷ 
In addition, leakage and lateral overflow from provisional 
ponds, which store AFFF-contaminated water following fire 
training operations, was found to be an important contamina-
tion source.¹⁷ About 26,000 PFAS-contaminated firefighting 
training sites exist across the United States, impacting millions 
of people through drinking water contamination.¹⁸

Wastewater Effluents and Sludge:
Municipal wastewater usually contains a low concentration 

of PFAS, which ends up accumulating in sludge after going 
through the different stages of wastewater treatment plants.¹⁹,²⁰ 
Venkatesan and Halden²¹ found a mean concentration in 
biosolids of 403 ppb and 34 ppb of PFOS and PFOA, respec-
tively, after analyzing samples collected from 94 wastewater 
treatment plants in the United States. Other studies reported 
similar findings in sewage sludge from wastewater treatment 
plants in different countries, such as Switzerland,²² Sweden,²³ 
Australia,¹⁹,²⁰ and Nordic countries.²⁴ It is estimated that 
around 2,000 kg of PFAS ends up every year in agricultural 
lands in the United States through the use of biosolids from 
wastewater treatment plants for soil enhancement.²¹ 

Landfills:
Landfills usually contain various wastes rich in PFAS, such 

as municipal wastes containing hydrophobic and stain-resis-
tant coatings,²⁰ and industrial wastes composed of fabrics, 
building, and coating materials.²⁵ Consequently, PFAS can 
contaminate soils through the release of leachates from land-
fills, which could also contaminate the surrounding lands if 
no appropriate lining is in place. Previous studies have found 
high concentrations of PFAS (> 1,000 ppb) in leachate from 
landfill sites.²⁶
�   Remediation Approaches
Immobilization:
Immobilization approaches are by far the most studied 

and applied for remediating PFAS-contaminated soils.¹⁴ 
The technique involves the redistribution of PFAS from the 
porewater solution and sediments to a solid phase, thereby re-
stricting their mobility and bioavailability by preventing the 
continuous leaching of PFAS from the soil to the groundwa-
ter. However, a significant issue with applying such “trapping” 
methods is that the concentration of PFAS in the soil remains 
practically unaffected. Therefore, the long-term stability of 
immobilized PFAS still requires further investigation.¹⁰ The 
main techniques for immobilizing PFAS in soil are sorption 
and stabilization/solidification. 

Sorption. This involves using a sorbent whereby PFAS ad-
sorbs onto it, thereby restricting their mobility. Materials used 
for the sorption of PFAS in contaminated soils mainly in-
clude carbon-based and clay-based materials, ionic surfactants, 
and anion exchange resins.²⁷ Various amendments have been 
tested for immobilizing PFAS in soils by sorption, such as ac-
tivated carbon,²⁸ organic matter,²⁹ biochar,³⁰ modified clay,³¹ 
and titanium dioxide,³² among others. Applying a combina-
tion of these amendments was also investigated and was found 
in many cases to enhance PFAS immobilization further.³³

Stabilization/solidif ication. This is achieved by applying ce-
mentitious binders and additives to the contaminated soils.³⁴ 
The added agents would immobilize contaminants via (1) 
physical protection, where contaminant leaching is prevented 
by reducing the hydraulic conductivity of the system, or (2) 
chemical protection in which contaminants are stabilized by 
reducing their aqueous solubility through precipitation, redox 
alteration, and sorption reactions. The stabilization/solid-
ification techniques undertaken in situ or ex situ are usually Figure 3: Using AFFFs in firefighting training areas. Source: https://www.

flickr.com/photos/marine_corps/8413440131/ 

ijhighschoolresearch.org



102 DOI: 10.36838/v6i1.17

Phytoremediation. This is a plant-based approach whereby 
plants are used to remove pollutants or lower their bioavail-
ability in contaminated soils. Phytoremediation involves 
several mechanisms (Figure 5), which are rhizofiltration (i.e., 
absorption into the roots), phytostabilization (i.e., adsorption 
onto the roots), phytoextraction (i.e., removal by plant up-
take), phytovolatilization (i.e., conversion of contaminants to 
volatile form), and phytodegradation (i.e., participation of root 
exudates and microbial populations in degrading the contam-
inants). A wide range of organic pollutants can be removed 
from soils by phytoremediation.⁴⁸ Given that common PFAS 
are relatively water-soluble,⁴⁹ they can remain dissolved in the 
soil’s pore water and, therefore, can be removed via plant up-
take (i.e., phytoextraction and rhizofiltration), whereby PFAS 
bioaccumulate in the plants without undergoing notable phy-
todegradation due to the strength and resilience of the C–F 
bonds.⁵⁰ 

Electrokinetic remediation. This is a relatively inexpensive 
mobilization technique whereby charged contaminants mi-
grate towards the electrode of opposite charge under the effect 
of a low-intensity electric field (i.e., anions towards the an-
ode and cations towards the cathode).⁵¹ This method involves 
the insertion of electrodes into the contaminated soil and ap-
plying an electric current (i.e., 100 to 1,500 mA) and a low 
voltage (i.e., 20 to 60 V). Electrokinetic remediation can be 
conducted in-situ⁵² and has several reported advantages over 
other treatment methods, such as low cost and a good ability 
to treat cohesive soils with a clay content of up to 80%.⁴⁶, ⁵³, 
⁵⁴, ⁴⁹ Electrokinetics has mainly been used for removing heavy 
metals (e.g., As, Cu, Pb, and Cr) from soils.⁵⁰ Additional ap-
plications include the removal of non-aqueous phase liquids 
by delivering surfactants and cosolvents.⁵³-⁵⁵ Since common 
PFAS compounds (e.g., PFOA and PFOS) are anionic under 
normal environmental conditions,⁵⁶ they are expected to mi-
grate toward the positively charged electrode (i.e., the anode).⁵⁴

efficient in terms of performance and costs when treating a 
relatively large area.³⁴

Mobilization:
This technique involves moving the PFAS from the bulky 

soil into a medium (e.g., water, sorbents, plants, etc.) that can 
be sequentially treated or properly disposed of. PFAS mobili-
zation from soils is relatively the least studied,¹⁴ and a critical 
review discussing the mobilization of various hazardous ma-
terials (including PFAS) from contaminated soils has been 
recently published.³⁵ Several approaches exist for mobilizing 
PFAS from soils.³⁶

Soil flushing. This is conducted in situ by pumping water 
or other suitable aqueous solutions into polluted soils to sol-
ubilize contaminants and impurities,³⁷ such as acids,³⁸ heavy 
metals,³⁹ inorganic ions,⁴⁰ herbicides,⁴¹ polychlorinated biphe-
nyls,⁴² and hydrocarbons.⁴³ Then, the collected water solution 
is appropriately recycled or disposed of.⁴⁴ Soil flushing is most 
effective in permeable soils such as sandy soils with low clay 
contents.³⁷, ⁴⁵ The main advantage of soil flushing is that large 
quantities of soil can be treated without the need for excava-
tion and transport.³⁷, ⁴⁶ 

Soil washing. This method is similar to soil flushing in the 
sense that the contaminants are mobilized by using water 
with the possible addition of amendments. Unlike soil flush-
ing, however, soil washing is usually conducted ex situ, by 
excavating the bulk soil from the contaminated setting and 
transporting it onto a specific site where it first goes through 
screening (i.e., to remove soils with large particles) and then 
scrubbing using a water-based process.⁴⁷ In situ soil washing 
can be carried out, however, by using mobile washing plants 
(Figure 4). Regardless of which water-based application is se-
lected, soil flushing and washing produce a significant amount 
of contaminated water that must be appropriately treated for 
reuse or safe disposal. Several water treatment methods can 
be adopted for decontaminating aqueous solutions after flush-
ing/washing PFAS-contaminated soils, such as sorption, ion 
exchange, and filtration, among others.⁹ Note that many case 
studies indicated that soil washing and flushing fails in ade-
quately removing PFAS from the clay fraction, thus creating a 
secondary waste stream that requires further handling.⁴⁵

Figure 4: Mobile washing plant for treating contaminated soils 
and sediments. Source: https://www.flickr.com/photos/marine_ 
corps/8413440131/ 

Figure 5: Phytoremediation of contaminated soils.
Source: https://commons.wikimedia.org/wiki/File:Phytoremediation_
Process.svg
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Soil liquefractionation. This method comprises the in-situ or 
ex-situ extraction of PFAS from impacted soils by combining 
foam fractionation and soil liquefaction. Foam fractionation 
is a well-developed water treatment technology for separating 
surface-active compounds from a solution by exploiting their 
affinity to the air-water interface. The process is carried out 
by injecting air microbubbles into the water and removing the 
contaminants from the risen bubbles by suction (e.g., OPEC 
Systems⁵⁷), after which the collected aqueous concentrate is 
treated. Recently, Buckley, et al.⁵⁸ thoroughly reviewed the 
effectiveness of foam fractionation for treating various pol-
lutants in different types of industries, such as textiles, dyes, 
heavy metals, proteins in food processing waste, and PFAS. In 
the case of PFAS-contaminated soils, however, applying foam 
fractionation requires fluidizing or liquifying the soil to create 
a slurry, hence the term liquefractionation. 

Degradation:
This remediation approach involves the removal of PFAS 

compounds from soils through total or partial destruction, 
which can be accomplished through bioremediation,⁵⁹ chemi-
cal oxidation,⁶⁰ or thermal treatment.⁶¹ Although degradation 
is particularly attractive since PFAS is totally removed from 
the environment, it could involve very high costs (e.g., high 
usage of chemicals for oxidation) and substantial energy usage 
requirements (e.g., requiring elevated temperatures for com-
plete mineralization of PFAS).

Biodegradation. Microbial degradation can be an effective 
natural attenuation method to remediate soils and ground-
water contaminated with various organic pollutants.⁶² 
Nevertheless, common PFAS, such as PFOS and PFOA, 
are strongly resistant to microbial degradation. Some studies, 
however, identified a few microbial species that can degrade 
PFAS.⁶³, ⁵⁹ Nonetheless, it is most likely that soils might not 
contain the appropriate microbial populations that can de-
grade PFAS, and hence relying on natural attenuation does 
not appear to be a suitable option for treating PFAS-con-
taminated soils.¹⁴ Nonetheless, many reports documented 
the transformation of some fluorinated species into PFAS by 
microorganisms. These fluorinated compounds are usually re-
ported as precursor PFAS, which includes partially fluorinated 
compounds, fluorotelomer alcohols, and PFAS with amine 
head groups, among others. Precursor PFAS can transform 
into terminal PFAS compounds (e.g., PFOA and PFOS) by 
microbial degradation.⁶³, ⁵⁹ In such cases, the concentration of 
terminal PFAS increases due to microbial interactions, but the 
amount of total PFAS (i.e., precursors and terminal) usually 
remains the same.⁶³, ⁵⁹

Chemical treatment. The chemical degradation of PFAS us-
ing common water oxidative/disinfection methods, such as 
chlorination, ozonation, and ultraviolet treatment, is usual-
ly ineffective.¹⁴ The removal of PFAS compounds from soil, 
however, can be achieved through chemical redox reactions.⁶⁰ 
Nonetheless, such oxidative methods may be practically ap-
plied to large-scale remediation of PFAS-contaminated soils 
under field conditions since they are expensive and result in re-
sidual chemicals which may cause environmental degradation 
and issues with safe disposal.¹⁴, ⁶⁴ In addition, the degree of 

PFAS defluorination by various advanced oxidation processes 
remains questionable.¹⁴

Thermal treatment. It involves the partial or total degradation 
of PFAS while subject to high temperatures, up to 1,000ºC, 
and even higher in some cases.⁶⁵ Unfortunately, this results in 
substantial operational costs, in addition to the generation of 
environmentally harmful products of incomplete destruction, 
such as volatile organofluorine compounds.⁶¹ Therefore, some 
thermal methods rely on a two-step process whereby PFAS are 
first separated from the soils at relatively low temperatures (i.e., 
to volatilize the PFAS at the respective boiling points), after 
which the resulting flue gas is introduced into an afterburner 
set to high temperatures (>1,000ºC) to destroy the vaporized 
fluorinated compounds. Generally, there are several processes 
available to achieve such high temperatures: (1) electrical, con-
ducted in-situ and involves constructing a zone encircled by 
graphite electrodes inserted in the ground which pass energy 
through the soil, and (2) thermal, conducted ex-situ and is gen-
erally carried out in a rotary kiln.⁶⁶

Combined Treatment:
Although some of the existing remediation processes are 

considered effective in treating PFAS-contaminated soils 
(e.g., immobilization, chemical oxidation, thermal methods, 
etc.), applying them can be associated with numerous draw-
backs (e.g., elevated energy consumption, high costs, extreme 
operating conditions, etc.).  This considerably suppresses their 
commercialization for in-situ applications. Combining treat-
ment processes, however, could alleviate the treatment costs 
while optimizing the removal efficiency of PFAS from polluted 
soils by using multiple synergetic technologies simultaneously. 
Lu, et al. ⁶⁷ conducted an extensive review of the recently re-
ported water treatment train (i.e., combined processes) studies 
while discussing their innovative designs, remediation perfor-
mances, present limits, and possible improvements, in addition 
to proposing a novel remediation method consisting of three 
individual technologies, namely, nanofiltration, electrochem-
ical anodic oxidation, and electro-Fenton degradation, to 
optimize the economic and environmental benefits of treating 
PFAS-contaminated waters. Unfortunately, such remediation 
processes are not readily available for treating PFAS-contam-
inated soils, mainly because the physicochemical interactions 
of PFAS in sedimentary systems differ from those in aquat-
ic matrices. Consequently, future research should address the 
applicability of combined treatment methods for efficiently 
remediating PFAS-contaminated soils with appropriate field 
applications and cost-to-benefit analyses.  

Combining mobilization techniques with immobilization 
or degradation methods should be particularly studied since 
such synergy would allow the allocation of PFAS from the 
contaminated soil into a water solution that can be sequen-
tially treated more efficiently and possibly at a lower cost. For 
instance, Niarchos, et al.⁶⁸ investigated the treatment efficien-
cy of electrokinetic coupled with immobilization by activated 
carbon when treating an AFFF-impacted soil, which result-
ed in removing up to 75% of PFAS  from the soil. Another 
combination could be treating PFAS-impacted soils by phy-
toremediation, then applying thermal conversion of 
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the PFAS-containing plant part into biochar, such as using 
pyrolysis,⁶⁹ thus resulting in either the destruction of PFAS 
compounds or their stabilization onto the resulting carbona-
ceous matter.  
�   Conclusion
The article addressed the common occurrence of PFAS 

in soils and the various remediation technologies for treat-
ing them, which include immobilization, mobilization, and 
degradation. It was found that conventional techniques for 
remediating PFAS-contaminated soils, such as soil washing, 
electrokinetics, sorption, and thermal treatment, can be effec-
tive in many scenarios. Still, there are situations where hybrid 
technologies should be considered. Therefore, investigating 
the possible combination of in-situ mobilization techniques 
with other remediation methods (i.e., immobilization, thermal 
destruction, chemical oxidation, etc.) is particularly interest-
ing since it could result in increasing treatment efficiencies 
while possibly decreasing the costs, thereby enhancing their 
regulatory acceptance through sound scientific advances 
and demonstrations while providing more options to deci-
sion-makers for treating PFAS-contaminated soils.  
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ABSTRACT: Alzheimer’s disease (AD) is the sixth leading cause of death in the United States and causes dementia within 
the elderly population. Over the recent years, the prevalence of dementia within the elderly population has increased drastically.  
As Alzheimer’s affects more people, this results in a dysfunctional day-to-day lifestyle. The search for an available therapeutic 
treatment continues. Still, because AD does not show symptoms right away and is a complex disease, the only hope is to find 
a therapeutic treatment that will delay the progression of AD. According to the Amyloid-cascade theory, amyloid beta plaque 
production is the leading progressive factor for AD. However, the cause of why these plaques accumulate is still unknown. Recent 
research reveals that various clearance methods involved in AD can be related to the overproduction and deposition of amyloid-
beta plaques in patients' brains. There are four types of clearance mechanisms for amyloid-beta plaques in the brain: blood-brain 
barrier clearance, degradation, interstitial bulk flow, and cerebrospinal clearance. By understanding the metabolic pathways of 
amyloid-beta plaques, researchers can understand the pathophysiology and treat AD with more reliable data and approaches, such 
as CRISPR. In this review, I will discuss these clearance methods in further detail and how the field could exploit these avenues 
as a therapeutic treatment for AD.   

KEYWORDS: Translational Medical Sciences; Disease Detection and Diagnosis; Alzheimer’s Disease; Amyloid-Beta Plaques; 
Review. 

�   Introduction
Alzheimer’s Disease (AD) is a brain disease that slowly de-

stroys memory and thinking skills and the ability to carry out 
basic lifestyle needs, such as walking and talking, affects as 
many as 5.8 million Americans.¹,² AD is the most common 
form of dementia among patients over 65. However, younger 
people may still get AD.¹,³ Currently, more than 35 million 
people are affected worldwide, and the number of affected peo-
ple is estimated to double every 20 years, leading to more than 
115 million AD cases in 2019.³,⁴ However, the cause of this 
progressive disease is still unknown. This is because AD tends 
to incubate in the brain for decades before symptoms appear. 
Alzheimer’s disease comprises both early-onset (EOAD) and 
sporadic or late-onset AD (LOAD).⁵ LOAD and EOAD are 
characterized by an abnormal toxic buildup of amyloid beta 
plaques, formed from the accumulation of amyloid-beta, ac-
cording to the Amyloid-Beta cascade hypothesis.⁴ The result 
is the loss of neuronal tissue followed by rapid AD progression. 

Amyloid-beta is generated from cleavages in the amyloid 
precursor protein (APP) by the BACE-1 and y-secretase 
complex (Figure 1). The BACE-1 gene produces the pro-
tein product, β-secretase, known as the β-site APP cleaving 
enzyme.⁵,⁶ This enzyme plays an important role in the devel-
opment of amyloid-beta plaques in AD pathogenesis, is an 
important target in therapeutic intervention, and maintains 
and allows the proper functioning of neuronal tissue (Figure 
1). Completely removing this enzyme could result in unwanted 
side effects on the synaptic functions, which can accelerate the 
progression of the disease.⁷,⁸ Could the progression be because 

some of the clearance pathways are experiencing malfunctions 
and cannot properly remove the amyloid-beta plaques forcing 
them to be deposited?

Evidence suggests finding a therapeutic target for these 
plaques can slow AD progression. This evidence includes the 
following: 1) overproduction of amyloid-beta in the brain due 
to the mutations occurring on the APP 2) A missense muta-
tion in the APP gene reduced results of amyloid-beta plaques.⁹ 
Fortunately, one therapeutic has become promising, degrading 
enzymes such as neprilysin (NEP) and insulin-degrading en-
zyme (IDE). Both in vitro and in vivo studies have shown that 
gene delivery of neprilysin, a degrading enzyme, effectively re-
duces amyloid-beta levels.¹⁰ 

Another study showed that stem cells also have the potential 
to substitute damaged cells and deliver amyloid-beta degrading 
enzymes into the central nervous system. Studies investigating 
adult mesenchymal stem cells show that cells can differentiate 
into multiple tissues like bone, neuronal, and connective tissue, 
reducing amyloid-beta in the brain, which NEP is able to con-
trol. NEP levels seem to be reduced in areas of the brain that 
are affected early by AD and can be characterized by extensive 
plaque load.⁴ NEP levels generally decrease in the hippocam-
pus, temporal gyrus, and cortex. Additionally, NEP expressions 
in AD are not only restricted to the brain since NEP’s enzyme 
level can also be affected by the cerebrospinal fluid, another 
potential clearance method for amyloid-beta plaques.¹⁰ The 
discovery of why amyloid-beta plaques cannot be cleared could 
potentially be used in further research to prevent Alzheimer’s 
disease development. 
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Moving forward, we must understand the underlying 
pathological cause of Alzheimer’s Disease. In a recent study 
conducted by Stanford and Harvard, two research groups 
used an experimental mouse strain highly susceptible to the 
synaptic and cognitive impairments of Alzheimer’s disease.¹⁰ 
Synaptic impairments include disruptions in the connections 
between nerve cells. They showed that if the mice lacked a 
surface protein, PirB, situated very close to the synapses, the 
proteins were memory and synapse-resistant.¹,⁸ The PirB pro-
tein had a high-affinity receptor for beta-amyloid in its cluster, 
which allowed them to conclude that these amyloid-beta clus-
ters stick to the protein allowing for the cascade of processes 
to remove these plaques.¹¹,¹² If, indeed, amyloid-beta peptides 
are the collective cause of Alzheimer’s Disease, then this po-
tentially opens new avenues for investigation as a reason why 
these plaques attach to these high-affinity receptors. This re-
view paper will investigate the flawed clearance mechanisms 
for clearing amyloid-beta peptides from the brain and how 
we can find new ways of investigating this pathogenesis of 
Alzheimer’s in diagnosed patients. An understanding of amy-
loid-beta clearance may provide compelling strategies to help 
reduce the excess amount of amyloid-beta from depositing, 
thus delaying the progression of AD (Figure 1).

�   Clearance Methods
Interstitial Bulk Flow Clearance:
Interstitial bulk flow clearance (ISF) is when amyloid-be-

ta proteins can be cleared directly into the cerebrospinal fluid 
(CSF) through the ISF bulk flow pathway (Figure 2C). From 
there, the plaques can either enter the CSF sink or take anoth-
er clearance route to the perivascular space.¹³,¹⁴ The ISF bulk 
flow clearance includes the blood-brain barrier (BBB) and the 
perivascular glymphatic clearance.

Blood Brain Barrier Pathway:
The blood-brain barrier pathway is the most common 

clearance mechanism for amyloid-beta plaques. The brain 
is separated from blood by the blood-brain barrier, which is 
restricted to the brain capillaries, subarachnoid membranes 
(a sheet-like connective tissue that covers the subarachnoid 
space), and the cerebrospinal fluid (CSF) barrier.¹⁵ All of 
these barrier components are localized to the choroid plexus, 
a specialized brain structure that forms the CSF barrier (Fig-
ure 2A). If amyloid-beta accumulates in the choroid plexus, 
this can cause impairments in the brain. The physical barri-
ers are tight junctions between endothelial cells and epithelial 
cells.¹⁶,¹⁷ Different cerebral blood vessels, ranging in size from 
0.6 km to 650 km, exchange substances between the blood and 
the brain, accounting for over 85 percent of the total cerebral 
blood vessel lengths (Figure 2A).¹⁸ This allows for the creation 
of a large endothelial surface area. Therefore, the blood-brain 
barrier has been considered a primary approach to eliminating 
the brain’s toxic molecules, specifically amyloid-beta proteins. 

Although the blood-brain barrier (BBB) has been con-
sidered an effective eliminator of toxic plaques, many AD 
patients suffer from BBB dysfunction.¹⁸ BBB dysfunction is a 

Figure 1: The formation of Amyloid-Beta Plaques.12 Sequential cleavage 
of the amyloid precursor protein (APP) occurs in three distinct steps. 
A) First, by producing soluble amyloid-beta that attaches to BACE-1 
enzyme/b-secretase, which helps to catalyze the reaction between the 
soluble amyloid-beta and the enzyme. B) This interaction eventually leads 
to apoptosis of the plaques. C) However, not all plaques are pushed into the 
intracellular membrane. Others are cleaved by a-secretase and b-secretase, 
releasing the amyloid-precursor protein (APP) and creating more amyloid 
beta peptides. D) These peptides aggregate to form monomers and 
eventually amyloid-beta fibrils or plaques, which are the threats causing 
Alzheimer’s Disease.

Figure 2: A summary of main clearance pathways of amyloid-beta 
plaques. The clearance methods for releasing the overproduction of 
amyloid-beta plaques include Blood Brain Barrier, Degradation, ISF bulk 
flow, and CSF clearance. A) Amyloid-beta plaques exit the brain through 
the BBB through phagocytosis. Once the amyloid-beta plaques are in the 
ISF, the plaques flow down the middle blood vessel and are eventually 
cleared through the liver and kidneys. B) Degradation clearance can either 
occur in the perivascular space near the CSF part of the brain or in neurons, 
microglia, and astrocytes. This mainly involves breaking down amyloid beta 
through the use of lysosomes. C) ISF bulk flow clearance occurs in the 
perivascular space, where many amyloid-beta plaques are cleared directly 
into the CSF. From there, plaques are transported to the ISF and are 
cleared through lymphatic vessels. D) CSF clearance involves the majority 
of being produced at the blood-cerebrospinal fluid barrier by the choroid 
plexus, which contains capillaries covered by epithelium. CSF is circulated 
throughout the subarachnoid space, from where the amyloid beta is cleared 
at the arachnoid villi. These are one-way valve structures in which the CSF 
flows into the blood-created with PowerPoint.
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Cerebrospinal Fluid Clearance:
Proteins must be cleared from the brain following through 

the ISF into the CSF. Lymphatic vessels run parallel with the 
circulatory system to remove waste from the ISF in the form of 
lymph in other parts besides the CSF. The brain parenchyma 
is devoid of lymphatic vessels, which leads to the idea that the 
CSF is equivalent to the lymphatic clearance to clear waste 
from the CNS. Most of the CSF is produced at the BSCFSB 
by the choroid plexus, a vascular unit of capillaries composed 
of endothelium and located in the ventricles (Figure 2D). 
BSCFSB, in addition to being a CSF production site, is also 
a CSF solute clearance site. Specific structural changes occur 
to the choroid plexus, which helps to produce the CSF. Struc-
tural changes include calcification, fibrosis, and amyloid-beta 
deposition.³³,³⁴ All these structural changes affect the integrity 
of the BSCFSB, which reduces the clearance of amyloid-beta 
plaques. 

Many transporters in the blood-brain barrier, such as LRP1 
and RAGE, are also found at the BSCFSB.¹⁵ The age-related 
change in expression of many BSCFSB transporters follows 
the opposite pattern at the blood-brain barrier for amyloid-be-
ta. At the BSCFSB, there is an increased efflux and decreased 
influx transporter expression (Figure 2D). CSF outflow resis-
tance at the arachnoid villi is increased in Alzheimer’s Disease 
patients. This increased resistance is like the normal pressure 
hydrocephalus and has been proposed to result from increased 
amyloid-beta deposition.²¹ Consequently, it decreases CSF 
bulk outflow and thus reduces the CSF amyloid-beta absorp-
tion into the blood. The primary risk factor for LOAD is that 
lymphatic absorption of CSF decreases with age. 

Proteins Involved
Low-Density Lipoprotein Receptor-Related Protein:
The low-density lipoprotein receptor-related protein 

(LRP-1) family consists of receptors with similar structural 
and characteristic functions. These cell surface receptors can 
recognize extracellular ligands for continuous signaling and 
trafficking to either help in degradation or recycling pathways 

leakage of circulating substances like the amyloid-beta plaques 
into the CSF that can be neurotoxic. BBB dysfunction can 
cause increased neurotoxicity, neuroinflammation, and ox-
idative stress, which can cause AD.¹⁸ Increasing evidence 
indicates that each component of the neurovascular unit is al-
tered significantly and results in a continuous cycle between 
the accumulation of amyloid beta plaques and the dysfunction 
of being able to clear the amyloid beta plaques.¹⁶,¹⁸ Soon, this 
process becomes too much to handle and leads to the rapid 
progression of the loss of neuronal tissue. 

Perivascular Glymphatic Clearance:
Amyloid-beta is cleared along various perivascular drainage 

pathways. In Alzheimer’s disease, perivascular drainage for 
amyloid-beta is impaired. Factors affecting the perivascular 
drainage pathways include deposition of immune complexes, 
arterial age, and arterial pulsation (Table 1).²¹,²⁴ Deposition 
of immune complexes is when there is an inability to degrade 
immune complexes in lysosomes near immune cells. As arteri-
al age increases, perivascular drainage decreases because of the 
failure to maintain homeostasis, elevated levels of amyloid-be-
ta in the brain, and accumulation of amyloid-beta in the walls 
of the arteries, which increases the risk of hemorrhages.¹,¹⁵ Ar-
terial age increases as the patient ages, which makes sense as 
AD is found in older patients. 

Degradation Clearance:
Degraded proteasomes can clear amyloid-beta through 

the ubiquitin-proteasome pathway in neurons.²⁴ The ubiqui-
tin-proteasome pathway is a pathway where ubiquitin binds 
covalently to amyloid-beta plaques and degrades that target 
protein with the help of the proteasomes.²⁴,²⁵ Amyloid-beta 
can be degraded by proteases, such as neprilysin (NEP) and 
insulin-degrading enzymes (Figure 2B). These enzymes can 
hydrolyze amyloid-beta at different cleavage sites along the 
APP gene.  Degradation clearance of amyloid-beta is affect-
ed by four main factors, which include 1) enzyme expression 
and activity (Table 1), 2) ligand affinity and competition, 3) 
activation of cellular uptake, and 4) initiation of intracellular 
pathways. 

In many ways, proteasome activity is beneficial to patients 
with AD. However, studies have highlighted the flaws as-
sociated with this clearance method. Proteasome activity is 
important in regulating the number of amyloid-beta plaques, 
but with increased amyloid-beta plaques, proteasome activity 
decreases.⁷ This is a key point in the rapid progression of AD. 

Table 1: A review of clearance methods of amyloid beta plaques in AD. 
This table describes the various clearance methods mentioned in this review 
with respective characteristics for each clearance system.
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to clear off amyloid-beta plaques.⁴ Some LRP-1 ligands can 
co-deposit with amyloid-beta plaques in Alzheimer’s brains.  
In recent studies, it is unclear whether LRP-1 and its ligands 
are independently associated with the amyloid-beta plaques. 
However, based on recent observations, researchers suggest 
that they do interact with the amyloid-beta plaques.¹⁷

Researchers studied the interaction between the LRP1 
ligand and the amyloid beta plaques in mice, and a few ob-
servations were observed.¹²,¹⁶ The first observation of Ghersi 
Egea showed that the CSF rapidly cleared amyloid-beta into 
the bloodstream.¹⁴ The second observation showed that the 
amyloid-beta plaques were primarily cleared across the BBB 
through the LRP-1.⁹,¹⁹ However, in mice with Alzheimer’s, 
researchers concluded that there was decreased LRP-1 expres-
sion which has led to the defects of the BBB and resulted in 
the accumulation of amyloid-beta in the brain. This has led to 
the detrimental symptoms of AD.²⁰ 

With this thought in mind, restoring LRP1 expression in 
neurons might be an attractive approach to prevent or treat 
Alzheimer’s Disease by improving the clearance mechanism. 
Enhancing the LRP1 expression could be beneficial in pro-
moting synapse communication by facilitating lipid transport, 
neurite growth, and neuronal survival.⁸ Another potential 
solution to the overproduction and under clearance of amy-
loid-beta plaques is investigating the peripheral amyloid-beta 
sink hypothesis since LRP1 cannot cross the BBB.¹⁵,²¹ The 
hypothesis states that “the levels of soluble amyloid-beta in 
the brain and the periphery are in equilibrium, such that pe-
ripheral depletion of amyloid beta should lead to the removal 
of amyloid beta from the brain”.¹⁶ This mechanism can po-
tentially provide insight into new drug therapies that could 
be used to help increase the transport of amyloid-beta across 
the brain.⁸

The Influx of Rage and Amyloid-beta Clearance:
The receptor for advanced glycation end products (RAGE) 

is a multi-ligand receptor member of the immunoglobulin 
superfamily. RAGE expression is prominent in the devel-
oping CNS. Rage can create and sustain a positive feedback 
loop for amyloid-beta plaques.²² Unlike how many receptors 
are triggered, RAGE accumulates RAGE ligands.²³ RAGE 
expression on the cerebral vessels, neurons, and microglia is 
enhanced in response to the amyloid-beta production in 
human Alzheimer’s Disease, which increases the influx of 
amyloid-beta plaques. (Figure 2) This process can potentially 
intensify cell dysfunction and AD because of the relationship 
between amyloid-beta plaques and RAGE. The process works 
when soluble amyloid-beta binds to the RAGE receptor and 
mediates the amyloid-beta plaques across the BBB. 

In a case study, a genetically modified mouse model was cre-
ated with an influx of amyloid-beta plaques from a transgene 
and a decrease in RAGE. The model showed a reduced build-
up of amyloid-beta plaques and inhibited the increased beta 
and gamma-secretase from the APP gene.⁶ The researchers 
identified that the amount of amyloid-beta could be reduced 
because of a signaling pathway called GSK3P, which played 
a vital role in this study’s synthesis and destruction of amy-

loid-beta plaques.⁶ Overall, there was a slowed progression of 
AD in the neuronal cells.

At the blood-brain barrier, RAGE activates the production 
of proinflammatory cytokines. RAGE-dependent signaling 
in microglia increases inflammatory responses and processes 
in the transgenic mouse model of AD, aggravating neuronal 
damage.⁶ Ultimately, the neuronal function is compromised. 
Thus, RAGE is a potential therapeutic target to lower brain 
amyloid-beta burden, reduce neuroinflammation, and improve 
behavioral performance. In a mice model study, researchers 
concluded that blocking RAGE reduces long-term neuro-
nal and microglial stress and improves cognitive and vascular 
function in the brain.¹⁰,¹² 

Insulin-Degrading Enzyme:
Insulin degrading enzyme is a zinc-endopeptidase located 

in the cytosol, peroxisomes, and at the end of the cell surface, 
which cleaves small peptides, including insulin glucagon and 
insulin-like growth factors. IDE participates in both insulin 
and amyloid-beta degradation. In a recent in vivo study, an 
insulin-degrading gene was deleted in a mouse and present-
ed common key characteristics of Alzheimer’s disease, such as 
memory loss and inability to learn new things.²⁶ The knock-
out by the IDE showed a “significant increase in brain levels, 
by 64%”.²⁷ IDE is located where it can also degrade secreted 
amyloid-beta plaques at a neutral pH within the human brain. 

In Chinese hamster ovary cells, overexpression of IDE led 
to a significant decrease in amyloid beta.²⁷,²⁸ IDE knockout 
animals revealed a marked rise of brain amyloid-beta plaques 
and the APP intracellular domain. At the same time, transgen-
ic mice overexpressing IDE showed significant reductions in 
overall amyloid load and improved survival rates.¹¹ 

In the AD brain, immunohistochemical studies revealed 
that IDE was primarily expressed in neurons and amyloid-be-
ta plaques.²⁰,²⁹ The discovery that IDE mRNA and protein 
levels were reduced in the hippocampus of Alzheimer's pa-
tients, particularly in apolipoprotein (APOE4) carriers, 
showed that APOE4 might be sensitive to IDE expression 
levels, with downstream consequences on amyloid-beta me-
tabolism.¹¹,³⁵ IDE  showed a gradual decline in the expression 
of amyloid-beta that was age and region dependent. As a 
result, there is compelling evidence that IDE is another key 
amyloid beta-degrading enzyme that may be involved in the 
amyloid pathology of Alzheimer's disease.¹⁶,³⁰

A potential therapeutic that has become popular is using 
the CRISPR-Cas9 system. This system could use a technique 
of transgene insertion, and a compound delivery system for 
allosteric activation could be beneficial to degrading amy-
loid-beta plaques using a programmed system. 

Neprilysin:
Neprilysin (NEP) is a membrane-bound zinc endopeptidase 

commonly synthesized in the Golgi and transported to the cell 
surface where its ectodomain is. In this area, membrane protein 
extends into extracellular space.²⁷ Studies have also supported 
that NEP is important for brain amyloid-beta metabolism and 
AD pathogenesis.³¹ Even in cognitively normal seniors, aging 
is one of the significant risk factors for Alzheimer's disease 
and is linked to the accumulation of Amyloid-beta plaques. Al
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though more research into the association between NEP and 
aging in humans is needed, aged mice show region-specific re-
ductions in NEP mRNA expression.¹,⁹ Reductions were found 
only in the areas of the brain most prone to AD disease, not 
in other regions like the cerebellum or peripheral organs. NEP 
levels were similarly lower in prodromal Alzheimer's patients' 
cerebrospinal fluid (CSF), indicating cause and effect. In the 
AD brain vasculature, there appears to be an inverse link be-
tween NEP and A levels.³²,³³  

The role of NEP in Alzheimer’s Disease is further support-
ed by a decline in NEP in the brain, particularly in vulnerable 
regions such as the hippocampus, which is associated with the 
increase of amyloid-beta deposition.²⁷ Presynaptic NEP has 
also been demonstrated to degrade amyloid-beta efficiently 
and slow the development of amyloid-beta plaques.²⁴ 

The findings were not attributed solely to synaptic loss in 
AD but not pathological aging as evaluated by synaptic mark-
ers because NEP was not reduced in frontal dementia despite 
lower synaptic markers.³² These findings support the idea that 
lower NEP contributes to amyloid-beta deposition in Alz-
heimer's disease but in ways that aren't entirely tied to visible 
amyloid deposition, implying a failure to degrade harmful sol-
uble intermediates in the disease.¹⁴ 

Current Therapies and Beyond:
Understanding the metabolic pathways of amyloid-beta 

plaques is critical to understanding the pathophysiology and 
treating AD. Despite many publications on amyloid-beta 
plaque manufacturing signaling pathways and related enzymes, 
identifying molecules responsible for amyloid-beta clearance 
pathways and their mechanistic linkages to AD remains on-
going (Figure 1). Current therapeutics to treat AD have been 
tested through multiple in vivo, in vitro, and in situ hybridiza-
tion processes using transgenic mouse models, as mentioned 
above (Table 1). However, these lab resources aren’t widely 
available to a majority willing to complete research regarding 
amyloid-beta plaques. Despite this, the creation of simulations 
can create better 3-D visualizations for the clearance of amy-
loid-beta plaques without harming multiple transgenic mice 
at once.³⁴ Simulations for other disease progressions and pro-
tein editing software work well by proving their pivotal role in 
understanding various mechanisms. Examples of these simula-
tions can include a software application that looks specifically 
into the different clearance methods of the blood-brain barrier, 
degradation clearance, ISF, and CSF, showing the difference 
between a healthy control patient of the same age and a patient 
who suffers from AD. As current therapeutics are being used 
and created to treat AD off these applications, there are many 
shifts in the availability of different therapeutics in different 
sexes, prohibiting the amount of extensive research for females 
compared to males who suffer from the same disease.³⁴ There 
are about 20% of differences between males and females who 
suffer from AD, making this reason for sufficient research 
more compelling.¹⁴ 

In addition to the various therapeutic methods involved with 
the different clearance methods, there are many unknowns 
about the alternative reason for the extensive progression of 
Alzheimer’s Disease, which is the tau neurofibrillary tangles.⁴ 

Since amyloid beta plaques accelerate the hyperphosphoryla-
tion of tau, the potential information proposed in this review 
paper could potentially help find a solution to amyloid beta 
plaques and tau protein, which would help to reduce AD 
overall in patients. Another further investigation to help fully 
develop this idea would be to investigate the oxidative stress 
on the inflammation surrounding the derangement of specific 
proteins and molecules, which can cause mutations in the APP 
gene leading to further cleaving of amyloid beta plaques.¹⁶

As a relatively simple, affordable, and accurate approach, 
CRISPR/Cas9 gene editing has sparked considerable interest 
in using it to treat Alzheimer's disease. CRISPR/Cas9 gene 
editing has the potential to be employed as a direct thera-
peutic method or to aid in the development of better animal 
models that more closely resemble human neurodegenerative 
disorders.³⁰ As a result, this method might be used to identify 
any number of autosomal-dominant mutations that cause ear-
ly-onset AD and genetic risk factors that increase dementia 
risk in late-onset AD, such as the APOE4 allele.³⁵ Howev-
er, issues such as off-target effects and directing CRISPR/
Cas9 to specific cell types in the CNS may be challenging to 
overcome, as viral vectors such as an adeno-associated virus 
(AAV) are currently the best alternative.²⁷ It remains to be 
seen whether CRISPR/Cas9 can be used as a therapeutic tool 
to treat Alzheimer's disease. More study is needed to refine 
the approach and demonstrate confirmed efficacy in animal 
disease models. All the proposed further investigations can 
help to find AD solutions and provide a better future for many 
patients.    
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ABSTRACT: In this study, we trained three different machine learning algorithms on publicly accessible corpora labeled 
real and fake news articles to compare the models’ performance in detecting which articles were real and fake. We compared the 
performance of a naïve Bayes classifier, a support vector classifier, and a random forest classifier using both cross-validation and 
external validation. We hypothesized that the random forest model would perform better because of its theoretically less biased 
approach. The naïve Bayes and random forest models performed significantly better under validation (sensitivity and accuracy 
around the 0.894-0.921 marking) than the support vector classifier (sensitivity and accuracy around the 0.78 marking). Our 
hypothesis that the random forest model would yield the optimal outcomes was not supported through comparison with the other 
two models, as all three models performed about the same and experienced high levels of overfitting.   

KEYWORDS: Robotics and Intelligent Machines; Machine Learning; Data Science; Fake News; Classification. 

�   Introduction
The proliferation of social media has dramatically expanded 

the reach and influence of news outlets and information sourc-
es. A 2018 study by the Pew Research Center found that 62% 
of US adults get news on social media, up from 49% in 2012.¹ 
However, amidst the multitude of voices, some sources resort 
to spreading false or misleading information to advance their 
own agendas. A 2020 study by Stanford University found that 
false information was found in 76% of tweets related to the 
Covid-19 pandemic.² This phenomenon, known as fake news, 
undermines people's ability to make informed decisions and 
respond to the world around them.³ The problem is further 
exacerbated by social media platforms, mainly those popular 
among younger generations, which can make children espe-
cially vulnerable to being deceived by fake news. A 2019 study 
by the University of Oxford found that 75% of 11–18-year-
olds in the UK had encountered fake news in the past year and 
that 26% of them believed the news they had seen to be true.⁴ 
Therefore, this project aims to design and test proactive mea-
sures to detect and halt the spread of fake news to safeguard 
the public.

To approach the task of detecting fake news, we will utilize 
supervised machine learning, which uses a set of training data 
to form predictions for new data. Machine learning (ML) will 
help us detect and discriminate between fake and real news.

More specifically, this study will include three different ML 
models: Gaussian naïve Bayes, support vector machine (SVM), 
and random forest. Gaussian naïve Bayes assumes conditional 
independence, which treats all its features as if they are statisti-
cally independent variables, between its features, and then uses 
a Gaussian distribution over each feature of the training set 
to calculate the terms that are used in Bayes rule (specifically 
the likelihood and the normalizer; the priors are based on the 
proportion of each class in the training set). SVM takes a linear 
approach to regression by using vectors to create a classification 

model. SVM sorts the input data into two groups and then 
draws hyperplanes to separate them based on patterns. Values 
will then be classified according to their respective position on 
a certain side of the hyperplane.⁵ Finally, a random forest clas-
sifier constructs an ensemble of decision trees (usually limited 
to a very shallow depth to be weak classifiers). It lets all the 
trees vote on which class to assign.⁶ This methodology stems 
from decision trees, which are branching models that are split 
based upon rules to divide the input data for classification.

This investigation aims to apply these three machine 
learning models to classify fake news and then evaluate their 
performance to determine which model works best in each 
scenario. In terms of evaluation, we ran two separate testing 
methods: 5-fold cross-validation and external validation, in 
which we used different datasets to train and test the model 
to see how an algorithm performs on different inputs. Because 
the random forest classifier has a well-structured approach to 
dividing up its input data with minimal bias, we hypothesized 
that the random forest classifier would provide the best results 
in this scenario.

Section 2 will detail the datasets used in this study and how 
they were processed for testing. Section 3 will discuss the mod-
els and the experiments conducted with them on the datasets. 
Section 4 will present the experiment's results and discuss their 
subsequent implications. Finally, in Section 5, we will conclude 
the study's findings and propose additional studies that could 
further explore the topic.
�   Methods
All code used to conduct classification experiments and an-

alyze their results were developed in Python (version 3.11.1). 
All data sets used for testing are from Kaggle, an open source 
for datasets accompanied by notebooks and code.

Data:
This study used three corpora of predominantly political ar-

ticles scraped from various web sources. First, dataset a was 
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sourced from Kaggle and published in 2018, consisting of arti-
cles with labels indicating whether they were REAL or FAKE. 
Second, dataset b was also obtained from Kaggle, published in 
2020, and comprised two sub-datasets, one containing articles 
labeled as fake and another labeled as true. These sub-datasets 
were then consolidated to create a cohesive dataset b. Lastly, 
dataset c also found on Kaggle and published in 2020, mir-
rored dataset a in that it featured a list of articles with labels of 
1 or 0, with 1 indicating true and 0 indicating false.

Text Processing/Pre-Processing/Vectorization:
To ready the datasets for the vectorizer, we first concatenat-

ed each document’s title/header and body to compile all the 
text input necessary for each article entry. We then cleaned this 
column in each of the three datasets to strip away any unnec-
essary string characters. First, we removed any stop words in 
the string, then converted the letters to lowercase and removed 
any HTML tags, usernames, URLs, and numbers in a normal-
ization process.

After cleaning the text, we processed the values into usable 
input data for vectorization. In this experiment, we used count 
vectorization to create a vector space matrix, which converts 
documents into vectors where each component represents a 
specific word, and the value represents the count/proportion of 
that word in the document. After vectorization, our corpus can 
be transformed and fit onto each ML model.

Classification Algorithms:
To classify the algorithms, we employed sci-kit learn to fit 

and create models for each algorithm. Each of our models has 
its specific set of parameters that made what we thought to 
be the perfect testing environments. For example, the random 
forest classifier has one parameter – n_estimators – which we 
set to 200. This parameter represents the number of trees that 
the model will create. Given the quantity of the input data, 200 
tree estimators gave us an efficient foundation for testing pur-
poses. The naïve Bayes classifier, however, does not take in any 
specific parameters and simply uses the default settings. Final-
ly, our SVM classifier creates a pipeline combining a Standard 
Scaler and a support vector Classification (SVC) model, which 
takes in a single parameter – gamma – which is set to its au-
tomatic setting. This parameter defines how much influence a 
single training input has.

To test the three different models on the three different data 
sets, we created two validation trials for each model: cross-fold 
validation and external validation. This makes a total of six 
trial procedures.

Evaluating Algorithms:
We used 5-fold cross-validation for internal validation and 

reported a confusion matrix averaged over five folds that dis-
play the number of samples that fit into each category – true 
positive, false positive, true negative, and false negative. For 
external validation, we bring in the other two datasets, b, and c, 
to see how the models perform on entirely different data sets. 
Then, we create a nested loop that takes each dataset, trains 
the model on it, and evaluates the model on all three datasets. 
In other words, we train the model on a, test it on a, b, and c; 
train the model on b, test it on a, b, and c; and train the model 

on c, test it on a, b, and c. For each test run, we print the accu-
racy score in a confusion matrix.
�   Results and Discussion
In this section, we present the results of our experiment. 

The source code used to perform analyses is included in the 
supporting documents.

Random Forest Classification:

From the metrics in Figure 1A, we see that the random 
forest classification model achieved high accuracy, precision, 
sensitivity, and specificity in the 0.8-0.9 range. This indi-
cates that the model could identify most of the positive and 
negative instances in the data and make accurate predictions 
for a large proportion of the data. Furthermore, the F1 score 
indicates that the model had a good balance between pre-
cision and recall, which is important for ensuring that the 
model is not overly biased towards one class. However, the 
accuracy metrics found based on Figure 1B show that the 
model undergoes high levels of overfitting. When the mod-
el was trained and tested on the same dataset, it achieved a 
perfect accuracy of 1. However, when the model was trained 
on one dataset and tested on a different, unseen dataset, its 
performance dropped drastically. The accuracy metric barely 
surpassed 50%. In a random forest classifier, overfitting might 
occur for several reasons. For one, the dataset might be too 
complex or large for the model, which causes the algorithm to 
learn the noise in the data rather than the underlying pattern.

Overfitting can also occur when the model needs to be 
properly regularized or when there are too many trees in the 
forest. Finally, the model might also overfit when it has too 
many features or is too deep. This causes the model to mem-
orize the training data rather than generalizing it to new, 
unseen data.

Naïve Bayes Classification:

Figure 1A: Shows the results of cross-validation testing on the random 
forest model.
Figure 1B: shows the results of external validation testing on the random 
forest model.

Figure 2A: Shows the results of cross-validation testing on the naïve Bayes 
model.
Figure 2B: Shows the results of external validation testing on the naïve 
Bayes model.
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Model Comparison:
This study evaluated the performance of three models – 

naïve Bayes, random forest, and SVM - for their effectiveness 
in classifying fake news articles.

The naïve Bayes and random forest models performed well 
in differentiating between real and fake news when given data-
sets that are similar in structure to the news in question. These 
models produced very high metrics in all categories of cross-
fold validation and had solid overfitting results. Additionally, 
the random forest and naïve Bayes models are both relatively 
simple models that can be trained on large datasets with rel-
atively low computational resources. This suggests that both 
models seem to be suitable for fake news classification.

However, all three models displayed overfitting, where they 
produced better results when fit and tested on the same model. 
However, when trained and tested on different datasets, the 
models displayed accuracy markings of around 0.5, which are 
that of a null model, or simply no model. These coin flip-like 
scores suggest that these models had essentially no effect on 
helping predict fake versus real news. Overfitting is a massive 
issue in fake news classification because it creates models that 
are not robust when translated to larger scales for predictive 
measures. This is problematic in the context of fake news clas-
sification because the goal is to accurately identify and classify 
fake news in real-world scenarios, not just on the training data. 
For example, suppose a model overfits the training data. In 
that case, it may memorize specific patterns and features in 
the training data that do not generalize to new data, resulting 
in poor performance on new, unseen data. Additionally, over-
fitting can also lead to a model that is too complex and may 
not be able to efficiently classify new instances, which can be a 
concern in real-time classification scenarios.

While overfitting may be a significant problem when scaling 
fake news detection to real-world and real-time applications, it 
shows a trend that could be useful in finding a solution. One 
way to solve overfitting issues is by using regularization tech-
niques, which help constrain the model and prevent it from 
becoming too complex. Additionally, using ensemble methods 
combining multiple models can be an excellent way to reduce 
overfitting. To improve performance in the future, a more so-
phisticated model could be developed that integrates various 
algorithms, allowing it to handle diverse inputs consistently.
�   Conclusion
Our investigation into fake news classification yielded valu-

able insights into the most effective models for distinguishing 
between real and fake news articles. Initially, we hypothesized 
that the random forest model would outperform the other 
models tested. However, our experiments revealed that all three 
models experience extreme overfitting and do not produce ro-
bust results.

The advancement of machine learning algorithms requires a 
concerted effort to tackle the pervasive problem of overfitting. 
Therefore, future studies must prioritize finding solutions to 
this challenge by exploring various techniques, such as incor-
porating dropouts into neural networks, conducting rigorous 
feature selection, and exploring innovative feature extraction 
methods. Through these endeavors, researchers aim to create 

The naïve Bayes classification experiment results indicate 
that the model performed well overall, with a high level of 
accuracy, sensitivity, and precision, as seen in Figure 2A. This 
suggests that the model could identify and classify the positive 
instances in the data effectively. However, the slightly lower 
specificity score indicates that the model may have difficulty 
accurately identifying negative instances. The naïve Bayes clas-
sifier is a probabilistic classifier that makes assumptions about 
the independence of the features; this means that it assumes 
that the presence or absence of a feature does not depend on 
the presence or absence of any other feature. This assumption 
is not always true, and the classifier may perform poorly when 
it is not met. This could be the reason for the lower specifici-
ty score. While this does not significantly impact the model's 
overall performance, it may be an area to focus on to improve 
its performance further. In this case, the standard deviations 
for the accuracy, sensitivity, and precision metrics are relatively 
small, which suggests that the model's performance is con-
sistent across different experiment runs. Regarding external 
validation, the naïve Bayes model performed similarly to the 
random forest one as it also experienced overfitting, as seen in 
Figure 2B. This could also occur if the model is not regular-
ized, where the algorithm considers the noise of the dataset, 
similar to what was observed in the random forest classifier.

Support Vector Classification:

The performance of the SVM model in our classification ex-
periment revealed some discrepancies in its ability to identify 
and classify instances of fake news accurately. While the model 
demonstrated a relatively high level of accuracy and specifici-
ty, it struggled to achieve strong scores in sensitivity, negative 
predictive value, and F1 score, as depicted in Figure 3A. This 
suggests that the model may have difficulty identifying spe-
cific types of fake news or may be prone to misclassifying 
certain instances. Additionally, the low F1 score indicates that 
the model may be biased toward precision rather than recall. 
These results may mean that the SVM model could bene-
fit from further optimization or modification to improve its 
performance. Finally, as seen in Figure 3B, the SVM model 
experienced overfitting in its external validation tests. Once 
again, this could occur due to over-complexification and bias. 
However, it's important to note that dataset b was not includ-
ed in the testing for SVM due to its large size, which made it 
impractical for use in this specific model. 

Figure 3A: Shows the results of cross-validation testing on the support 
vector model.
Figure 3B: Shows the results of external validation testing on the support 
vector model.
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more resilient models for handling complex datasets and de-
livering more precise predictions. Thus, addressing overfitting 
is critical to elevating the performance and trustworthiness of 
machine learning algorithms in the years to come.    
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ABSTRACT: The increasing levels of CO2 in the atmosphere due to anthropogenic activities pose a significant threat to the 
global climate. Conversion of CO2 to value-added chemicals such as methanol offers a promising approach for mitigating climate 
change while simultaneously generating useful products. This review paper provides a comprehensive overview of the synthesis 
and evaluation of nanocatalysts for CO2 hydrogenation to methanol. I will highlight the ongoing research and new advances being 
made in this field, including various catalyst materials, their preparation methods, and performance evaluations. I will also discuss 
the challenges and future perspectives in developing efficient and stable nanocatalysts for CO2 hydrogenation to methanol.    
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�   Introduction
Background and motivation:
The rapid increase in greenhouse gas emissions, particularly 

carbon dioxide (CO2), has led to significant concerns regarding 
climate change and its associated environmental impacts.¹ To 
address this challenge, researchers are exploring various strat-
egies to mitigate CO2 emissions, one of which involves the 
conversion of CO2 into value-added chemicals.² Among the 
possible conversion routes, CO2 hydrogenation to methanol 
(CH₃OH) has gained considerable attention due to methanol's 
potential as a renewable fuel, chemical feedstock, and hydrogen 
carrier.³ In this context, developing efficient and stable nano-
catalysts for CO₂ hydrogenation to methanol is paramount, as 
they play a critical role in governing the reaction kinetics, selec-
tivity, and overall process efficiency.⁴

CO₂ hydrogenation to methanol process:
CO₂ hydrogenation to methanol is an exothermic pro-

cess that involves the conversion of CO₂ and hydrogen (H₂) 
to methanol and water.⁵ This process generally occurs at el-
evated pressures (20-100 bar) and moderate temperatures 
(200-300°C) over a suitable catalyst.⁶ The overall reaction can 
be represented as follows:

The reaction (Figure 1) proceeds through multiple interme-
diate steps, including CO₂ activation, hydrogen activation, and 
the formation of various surface intermediates before the final 
production of methanol.⁶

Importance of nanocatalysts in CO₂ hydrogenation:
Nanocatalysts, with their high surface area, well-dispersed 

active sites, and unique electronic properties, have emerged as 
promising candidates for CO₂ hydrogenation to methanol.⁴ 
The development of nanocatalysts can help to enhance the re-
action rate, improve selectivity toward methanol, and reduce 

the energy consumption associated with the process.² Further-
more, nanocatalysts can better control the catalyst structure, 
composition, and surface properties, enabling researchers to 
tailor their performance for CO₂ hydrogenation.⁴ The choice 
of catalyst material, synthesis method, and support are all cru-
cial factors determining nanocatalysts’ efficiency and stability 
for CO₂ hydrogenation to methanol.³

Scope of the review:
This review aims to provide a comprehensive overview of 

recent advances in synthesizing and evaluating nanocatalysts 
for CO₂ hydrogenation to methanol. The paper will cov-
er various nanocatalysts, including metal-based, metal oxide, 
metal-organic frameworks (MOFs), covalent-organic frame-
works (COFs), and heterogeneous catalysts.² I will discuss the 
different synthesis methods, such as impregnation, co-precip-
itation, sol-gel, hydrothermal, and solvothermal techniques, 
and the latest microwave-assisted and mechanochemical syn-
thesis developments.⁴ Moreover, I will explore the evaluation 
of nanocatalysts in terms of activity, selectivity, stability, and 
durability, along with mechanistic insights into reaction path-
ways, the role of catalyst support, and active sites.⁶ Lastly, I will 
address the challenges and future perspectives in developing 
efficient and stable nanocatalysts for CO₂ hydrogenation to 
methanol, focusing on enhancing catalyst performance, scal-
ability, and environmental and economic considerations.³
�   Discussion
Types of nanocatalysts for CO₂ hydrogenation to metha-

nol:

Figure 1: CO₂ hydrogenation to methanol equation.
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1. Metal-based/oxide nanocatalysts:
1.1. Copper-based catalysts  
Metal-based nanocatalysts such as copper are the most 

widely studied and commercially utilized catalysts for CO₂ 
hydrogenation to methanol due to their high activity and se-
lectivity.² Cu/ZnO/Al₂O₃ is the most common formulation, 
wherein ZnO and Al₂O₃ act as promoters, enhancing the 
catalyst's performance.⁶ Recent studies have focused on de-
veloping Cu-based nanocatalysts with controlled size, shape, 
and composition to improve their catalytic properties further. 
For instance, Cu₁₃/ZnO nanocomposites with tunable Cu/Zn 
ratios have demonstrated superior activity and selectivity.⁷

1.2. Iron-based catalysts  
Iron-based nanocatalysts have gained attention as an alter-

native to copper-based catalysts for CO₂ hydrogenation to 
methanol due to their abundant availability and lower cost.⁸ 
Researchers have investigated various Fe-based catalyst sys-
tems, such as Fe-Mn and Fe-Zn, to enhance the methanol 
selectivity and overall activity.⁹ Fe-based catalysts supported 
on carbon nanotubes have demonstrated high activity and se-
lectivity for CO₂ hydrogenation to methanol.¹⁰

1.3. Zirconia-based catalysts
Zirconia-based catalysts have been widely studied for their 

potential application in CO₂ hydrogenation to methanol due 
to their unique physicochemical properties and high ther-
mal stability.¹³ Zirconia-supported metal nanoparticles, such 
as Pd, Pt, and Ni, have demonstrated promising catalytic 
performance in CO₂ hydrogenation to methanol.¹⁴ Recent 
studies have focused on optimizing zirconia-based catalysts, 
including introducing dopants and controlling particle size 
and morphology to improve their activity and selectivity.¹⁵ 
However, further research is needed to understand better the 
fundamental mechanisms involved in CO₂ hydrogenation over 
zirconia-based catalysts and to develop more efficient and sta-
ble systems for practical applications.¹⁶

1.4. Ceria-based catalysts  
Ceria-based catalysts have attracted significant attention for 

CO₂ hydrogenation to methanol due to their exceptional re-
dox properties and strong metal-support interactions.¹⁷ The 
oxygen vacancies on the ceria surface have been shown to play 
a crucial role in activating CO₂ and promoting its hydrogena-
tion to methanol.¹⁸ Supported metal nanoparticles, such as Cu, 
Pd, and Rh, on ceria exhibit enhanced activity and selectivity 
for CO₂ hydrogenation to methanol.¹⁹ To further improve the 
performance of ceria-based catalysts, research has explored the 
incorporation of dopants, such as Zr, La, and Gd, to modify 
the electronic properties and oxygen storage capacity of ce-
ria.²⁰ Despite the advances made with ceria-based catalysts, 
challenges remain in achieving high stability and long-term 
durability for practical applications.²¹

1.5. Other metal oxide catalysts  
In addition to zirconia and ceria-based catalysts, other metal 

oxide nanocatalysts have been investigated for their potential 

in CO₂ hydrogenation to methanol. For instance, TiO₂-sup-
ported metal nanoparticles, such as Pd, Pt, and Ni, have shown 
promise for CO₂ conversion to methanol, with the perfor-
mance influenced by factors such as the oxidation state and 
dispersion of the metal species.²² Metal oxide catalysts based 
on perovskite-type oxides, such as LaCoO₃ and LaFeO₃, have 
also been explored for CO₂ hydrogenation to methanol due to 
their high surface area, redox properties, and strong metal-sup-
port interactions.²³ Although these other metal oxide catalysts 
show potential, further research is needed to optimize their 
synthesis and evaluation to achieve high activity, selectivity, 
and stability for CO₂ hydrogenation to methanol.²³

1.6. Other metal-based catalysts  
Apart from copper and iron, several other metals have been 

explored as potential nanocatalysts for CO₂ hydrogenation to 
methanol. For example, noble metals such as ruthenium, palla-
dium, and platinum have shown promising results as catalysts 
for CO₂ hydrogenation to methanol.¹¹ Additionally, bimetallic 
catalysts, such as Ni-Co and Pd-Ga, have been investigated 
for their enhanced catalytic properties and selectivity toward 
methanol production.¹²

2. Metal-organic frameworks (MOFs) and covalent-or-
ganic frameworks (COFs):

2.1. Metal-organic frameworks (MOFs)    
Metal-organic frameworks (MOFs) have emerged as prom-

ising materials for CO₂ hydrogenation to methanol due to 
their highly tunable structure, large surface area, and versatile 
catalytic functionalities.²⁴ MOFs can incorporate various ac-
tive sites, such as metal clusters or single metal sites, which 
provide diverse catalytic properties for CO₂ hydrogenation.²⁵ 
Among the MOFs, Cu-BTC, also known as HKUST-1, is a 
widely studied MOF with a copper-based metal center and 
benzene-1,3,5-tricarboxylate linkers.²⁵ Its high surface area 
and open metal sites make it an interesting candidate for CO₂ 
hydrogenation.²⁵ It has been shown that the copper sites in 
Cu-BTC are capable of activating CO₂ and facilitating its con-
version to methanol, especially when they are modified with 
other elements.²⁵ Another notable MOF is MIL-100(Fe), 
which features iron(III) trimer clusters and trimesic acid as 
organic linkers.²⁵ This MOF, with its large pores and high 
thermal stability, provides distinctive chemical environments 
that potentially enhance the CO₂ to methanol conversion pro-
cess.²⁵ Studies have shown that MIL-100(Fe) can serve as an 
excellent support for metal nanoparticles, further enhancing 
its catalytic activity.²⁵ UiO-66, a zirconium-based MOF with 
terephthalate linkers, is also recognized for its exceptional ther-
mal and chemical stability.²⁶ Its framework provides an ideal 
environment for incorporating active sites or supporting metal 
nanoparticles, offering opportunities for enhancing CO₂ hy-
drogenation to methanol.²⁶ The performance of these MOFs 
strongly depends on the type of metal center and the organic 
linker.²⁶ MOFs can also support metal nanoparticles, such as 
Pd, Pt, and Ru, to create highly active and selective catalysts 
for CO₂ hydrogenation to methanol.²⁷ However, despite these 
promising characteristics, the development of MOF-based 
catalysts for CO₂ hydrogenation to methanol is still in its early 
stages.²⁷ Further research is required to overcome stability, 

Figure 2: Distribution of research articles (or patents) across various types 
of nanocatalysts for CO₂ hydrogenation to methanol, based on a review of 49 
sources (Sources 1-49). The chart illustrates the proportion of research dedicated 
to metal-based, metal oxide, MOFs, COFs, and heterogeneous nanocatalysts.
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3.3. Nanocatalysts embedded in porous materials  
Porous materials, such as zeolites and mesoporous silica, 

provide a unique environment for stabilizing and confinement 
of metal nanoparticles.³⁸ The confined space within these 
porous materials can enhance catalytic performance by pro-
moting the hydrogenation of CO₂ to methanol through shape 
selectivity or spatial constraints.³⁹ Examples of nanocatalysts 
embedded in porous materials include Cu/zeolite, Pd/meso-
porous silica, and Pt/metal-organic frameworks, which have 
shown improved activity and selectivity in CO₂ hydrogenation 
to methanol.⁴⁰ Further research is needed to optimize po-
rous-supported nanocatalysts’ design and explore new porous 
materials for CO₂ hydrogenation to methanol. In conclusion, 
developing efficient and selective nanocatalysts for CO₂ hydro-
genation to methanol is critical to achieving sustainable and 
environmentally friendly energy production. Advances in nan-
otechnology and materials science have led to the emergence 
of various nanocatalyst systems, including metal-based, metal 
oxide, MOF, COF, and heterogeneous nanocatalysts. While 
significant progress has been made in the design and synthesis 
of these nanocatalysts, further research is needed to overcome 
challenges related to stability, activity, and product selectivity 
and to develop scalable and economically viable processes for 
CO₂ hydrogenation to methanol.

Synthesis methods of nanocatalysts for CO2 hydrogena-
tion to methanol:

1. Impregnation method:
The impregnation method is widely used for synthesizing 

nanocatalysts for CO₂ hydrogenation to methanol (Table 1).⁴⁰ 
This method involves the addition of a metal precursor solu-
tion to a support material, followed by drying and calcination to 
obtain the desired catalyst.⁴¹ The impregnation method allows 
for the control of metal loading and dispersion on the support, 
which can influence the catalytic performance.⁴² However, the 
impregnation method may lead to the non-uniform distribu-
tion of active sites and agglomeration of metal nanoparticles, 
which can affect the catalyst's activity and stability.⁴³

2. Co-precipitation method:
Co-precipitation is another common technique for preparing 

nanocatalysts for CO₂ hydrogenation to methanol.⁴⁴ This pro-
cess involves the simultaneous precipitation of metal precursors 
and support materials from an aqueous solution, followed by 
washing, drying, and calcination.⁴⁵ Co-precipitation can result 

activity, and product selectivity challenges and to fully unlock 
the potential of these fascinating materials.²⁸

2.2. Covalent-organic frameworks (COFs)  
Covalent-organic frameworks (COFs) represent another 

class of porous materials with potential applications in CO₂ 
hydrogenation to methanol. COFs are constructed from or-
ganic building blocks linked together through strong covalent 
bonds, resulting in highly stable and porous structures.²⁹ COFs 
can be designed to incorporate various functional groups and 
catalytic sites, providing opportunities for developing highly 
efficient catalysts for CO₂ hydrogenation to methanol.³⁰ Al-
though research on COFs for CO₂ hydrogenation to methanol 
is still limited compared to MOFs, recent studies have demon-
strated the potential of COFs for this application. For example, 
COFs with embedded metal sites or metal nanoparticles have 
been reported to exhibit catalytic activity for CO₂ hydroge-
nation to methanol. However, the performance is influenced 
by factors such as the type of metal center, the organic linker’s 
nature, and the COF pore environment.³¹ Further research is 
needed to optimize the design and synthesis of COF-based 
catalysts for CO₂ hydrogenation to methanol and to address 
challenges related to stability, activity, and product selectivity.

3. Other heterogeneous nanocatalysts :
Various other nanocatalysts have gained significant attention 

for CO₂ hydrogenation to methanol because of their unique 
properties, including high surface area, tunable composition, 
and morphology.²⁷ By carefully designing and synthesizing 
these nanocatalysts, researchers can control the distribution 
of active sites and enhance the catalyst's performance in CO₂ 
hydrogenation to methanol.  

3.1. Bimetallic nanocatalysts  
Bimetallic nanocatalysts have emerged as a promising ap-

proach for CO₂ hydrogenation to methanol due to their ability 
to create synergistic effects between two metal components, 
leading to improved activity and selectivity.³² Various bime-
tallic nanocatalyst combinations, such as Cu-Pt, Cu-Ni, and 
Pd-In, have been studied for CO₂ hydrogenation to meth-
anol.³³ The choice of metal combination and the control of 
particle size, morphology, and metal dispersion significantly 
influence the performance of these bimetallic nanocatalysts.³⁴ 
Further research is required to explore new bimetallic combi-
nations and optimize their synthesis for practical applications 
in CO₂ hydrogenation to methanol.

3.2. Nanocatalysts supported on carbon materials  
Carbon materials, such as graphene, carbon nanotubes, 

and carbon nitride, have been employed to support metal 
nanoparticles in CO₂ hydrogenation to methanol due to their 
unique electrical, mechanical, and thermal properties.³⁵ These 
carbon-supported nanocatalysts often exhibit enhanced cata-
lytic performance due to the strong metal-support interaction, 
improved metal dispersion, and increased resistance to sinter-
ing.³⁶ Examples of carbon-supported nanocatalysts include 
Pd/graphene, Cu/carbon nanotubes, and Pt/carbon nitride, 
which have shown promising results in CO₂ hydrogenation 
to methanol.³⁷ Further studies are needed to optimize car-
bon-supported nanocatalysts’ design and explore new carbon 
materials for enhancing CO₂ hydrogenation to methanol.

Table 1: Overview of the advantages and challenges of various synthesis 
methods for nanocatalysts used in CO₂ hydrogenation to methanol. The 
table compares impregnation, co-precipitation, sol-gel, hydrothermal/
solvothermal, microwave-assisted, and mechanochemical synthesis methods. .
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in high metal dispersion and strong metal-support inter-
actions, which benefit the catalyst's performance.⁴⁶ However, 
controlling the particle size and morphology can be challeng-
ing with the co-precipitation method.⁴⁷

3. Sol-gel method:
The sol-gel method is versatile for synthesizing nanocat-

alysts for CO₂ hydrogenation to methanol.⁴⁸ This method 
involves the hydrolysis and polycondensation of metal alkox-
ides or metal salts in a solvent, followed by drying and 
calcination to obtain the catalyst.⁴⁹ The sol-gel method allows 
for precise control over the catalyst’s particle size, morphology, 
and composition, improving performance.⁵⁰ However, the sol-
gel method may require the use of expensive precursors and 
extended synthesis times.⁵¹

4. Hydrothermal and solvothermal methods:
Hydrothermal and solvothermal methods effectively prepare 

nanocatalysts for CO₂ hydrogenation to methanol under high 
temperature and pressure conditions.⁵² These methods involve 
the dissolution of metal precursors in water or a solvent, fol-
lowed by heating in a sealed reactor to promote crystallization 
and particle growth.⁵³ Hydrothermal and solvothermal meth-
ods can yield catalysts with high crystallinity, uniform particle 
size, and controlled morphology.⁵⁴ However, these methods 
may require specialized equipment and high energy consump-
tion.⁵⁵

5. Microwave-assisted synthesis:
Microwave-assisted synthesis has gained attention as an al-

ternative and efficient method for preparing nanocatalysts for 
CO₂ hydrogenation to methanol.⁵⁶ This technique uses mi-
crowave irradiation as the energy source to heat the reactants, 
promoting rapid and uniform heating, which results in shorter 
reaction times and increased yield compared to convention-
al heating methods.⁵⁷ The fast and selective heating provided 
by microwaves enables better control over the resulting nano-
catalysts’ size, morphology, and composition, thus enhancing 
their catalytic performance.⁵⁸ Researchers have employed 
microwave-assisted synthesis to prepare various types of nano-
catalysts, such as metal-based, metal oxide, MOFs, and COFs, 
for CO₂ hydrogenation.⁵⁹,⁶⁰

6. Mechanochemical synthesis:
Mechanochemical synthesis is another emerging method for 

preparing nanocatalysts for CO₂ hydrogenation to methanol.⁶¹ 
This technique involves using mechanical force to initiate and 
promote chemical reactions, typically through grinding or 
milling solid reactants in the presence of a suitable liquid me-
dium or under solvent-free conditions.⁶² Mechanochemical 
synthesis offers several advantages, including reduced energy 
consumption, shorter reaction times, minimal solvent use, and 
the possibility of producing catalysts with unique structures 
and properties that are difficult to obtain through convention-
al synthesis methods.⁶³ Mechanochemical methods have been 
successfully employed to synthesize a variety of nanocatalysts, 
such as metal-based, metal oxide, MOFs, and COFs, for CO₂ 
hydrogenation applications.⁶⁴,⁶⁵

7. Other emerging synthesis methods:
In addition to the traditional and established synthe-

sis methods, researchers are continually exploring new and 

innovative methods for preparing nanocatalysts for CO2 hy-
drogenation to methanol. Some of these emerging synthesis 
methods include:  

7.1. Electrochemical deposition  
Electrochemical deposition is a promising synthesis method 

for preparing metal-based nanocatalysts, involving the reduc-
tion of metal precursors at the surface of an electrode under 
controlled potential or current conditions.⁶⁶ This method 
allows for precise control over nanoparticle size, morphol-
ogy, and composition and the possibility of in situ catalyst 
preparation.⁶⁷ However, the reproducibility and scalability of 
electrochemical deposition remain challenges for practical ap-
plications.⁶⁸

7.2. Aerosol-assisted synthesis  
Aerosol-assisted synthesis is an emerging technique that 

involves the generation of aerosol droplets containing metal 
precursors and support materials, followed by heating and rap-
id evaporation to produce nanoparticles.⁶⁹ This method offers 
several advantages, such as uniform particle size, high surface 
area, and the possibility of continuous production.⁷⁰ However, 
the control over particle morphology and composition, as well 
as the optimization of synthesis conditions, remain challenges 
for aerosol-assisted synthesis.⁷¹

7.3. Flame spray pyrolysis  
Flame spray pyrolysis is a gas-phase synthesis method 

that involves the combustion of a metal precursor solution 
in a flame to produce nanoscale particles.⁷² This method al-
lows for rapid synthesis, high throughput, and the possibility 
of producing highly crystalline and uniform nanoparticles.⁷³ 
However, the control over particle size distribution and the 
reproducibility of flame spray pyrolysis remain challenges for 
practical applications.⁷⁴

7.4. Microfluidic synthesis  
Microfluidic synthesis is an innovative method for prepar-

ing nanocatalysts, which involves mixing and reacting metal 
precursors and support materials within microscale channels.⁷⁵ 
This method allows for precise control over the reaction 
conditions and the possibility of producing monodisperse 
nanoparticles with well-defined size, morphology, and com-
position.⁷⁶ However, the scalability and high-throughput 
production of nanocatalysts using microfluidic synthesis re-
main challenges for practical applications.⁷⁷

As research in nanocatalyst synthesis continues to advance, 
novel and improved synthesis methods will emerge, enabling 
the development of more efficient and stable catalysts for CO₂ 
hydrogenation to methanol.

Evaluation of nanocatalysts for CO₂ hydrogenation to 
methanol:

Figure 3: Comparison of activity, selectivity, and stability for different 
types of nanocatalysts in CO2 hydrogenation to methanol. Based on a 
review of 49 sources (Sources 1-49), the graph illustrates the performance of 
metal-based, metal oxide, MOFs, COFs, and heterogeneous nanocatalysts 
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1. Activity and selectivity:
The activity and selectivity of nanocatalysts for CO₂ hy-

drogenation to methanol are crucial factors determining their 
overall performance. Researchers have been exploring the ef-
fects of various parameters, such as temperature, pressure, gas 
composition, and catalyst particle size and morphology, to op-
timize the catalytic properties of these materials. Comparison 
of activity and selectivity for various types of nanocatalysts are 
shown in Figure 3.⁷⁷

1.1. Temperature and pressure effects  
Temperature and pressure play significant roles in the activ-

ity and selectivity of nanocatalysts for CO₂ hydrogenation to 
methanol. High temperatures generally favor the formation of 
CO over methanol, while lower temperatures tend to increase 
methanol selectivity.²³ However, excessively low temperatures 
can also reduce the reaction rate, lowering overall catalyst 
activity.²² Pressure can also affect the reaction equilibrium, 
with higher pressures promoting methanol formation over 
CO.⁴⁰ Optimization of temperature and pressure conditions 
is essential for achieving high catalytic activity and methanol 
selectivity.²²  

1.2. Gas composition effects  
The gas composition in CO₂ hydrogenation reactions, par-

ticularly the H₂/CO₂ ratio, can significantly influence the 
activity and selectivity of nanocatalysts.¹⁵ High H₂/CO₂ ra-
tios can increase the reaction rate and methanol selectivity. In 
contrast, low ratios can lead to the formation of undesired side 
products, such as CO.¹⁹ Optimization of the gas composition 
is necessary for improving the catalytic performance of nano-
catalysts in CO₂ hydrogenation to methanol.¹⁵

1.3. Catalyst particle size and morphology  
The size and morphology of catalyst nanoparticles can 

also significantly impact their activity and selectivity in CO₂ 
hydrogenation to methanol. Smaller particles typically exhib-
it higher surface area and have more active sites, enhancing 
activity.⁵⁶ Tiny particles can also agglomerate and sinter, re-
ducing the catalyst's stability.⁵⁴ The morphology of catalyst 
particles, such as the shape and crystal facets exposed, can also 
influence the adsorption and activation of CO₂ and H₂, af-
fecting the overall reaction selectivity.⁵⁵ Tailoring the size and 
morphology of catalyst nanoparticles is a promising strategy 
for optimizing their performance in CO₂ hydrogenation to 
methanol.⁵⁶

2. Stability and durability:
In addition to activity and selectivity, the stability and dura-

bility of nanocatalysts for CO₂ hydrogenation to methanol are 
critical factors for their practical application. Understanding 
deactivation mechanisms and developing regeneration strat-
egies can help improve the long-term performance of these 
catalysts.  

2.1. Deactivation mechanisms  
Nanocatalysts can undergo deactivation due to various 

factors, such as sintering, poisoning, and coking.⁴⁶ Sintering 
occurs when catalyst particles agglomerate and grow in size 
due to high temperature and pressure conditions, leading to 
a loss of surface area and active sites.⁴¹ Poisoning can result 
from the adsorption of impurities, such as sulfur-containing 

compounds, on the catalyst surface, blocking active sites and 
reducing catalytic activity.²³ Coking refers to the deposition of 
carbonaceous species on the catalyst surface, which can inhibit 
the reaction by blocking active sites and altering the electronic 
properties of the catalyst.⁴⁶  

2.2. Regeneration strategies  
Developing effective regeneration strategies is crucial for 

maintaining the long-term stability and durability of nano-
catalysts for CO₂ hydrogenation to methanol. Regeneration 
methods can include thermal treatments, chemical treatments, 
and mechanical treatments.²² Thermal treatments involve 
heating the catalyst to high temperatures under oxidative or 
reductive atmospheres to remove carbonaceous deposits and 
restore the catalyst's activity.⁴¹ However, thermal treatments 
can also cause sintering, losing surface area and active sites.²² 
Chemical treatments, such as acid or base washing, can help 
remove impurities and poisons from the catalyst surface, re-
storing the catalyst's activity.²³ However, chemical treatments 
can also alter the catalyst's composition and morphology, po-
tentially affecting its performance.²² Mechanical treatments, 
such as ball milling, can help break down agglomerated catalyst 
particles and redistribute active metal species on the support 
surface.²⁴ However, mechanical treatments can also cause par-
ticle size reduction and changes in the catalyst's morphology, 
which may affect its performance.²⁴  

Developing effective regeneration strategies requires a care-
ful balance between restoring catalyst activity and preserving 
the catalyst's structure and composition. Further research is 
needed to optimize regeneration methods for nanocatalysts in 
CO₂ hydrogenation to methanol applications.

3. Mechanistic insights:
Understanding the fundamental mechanisms involved in 

CO₂ hydrogenation to methanol on nanocatalysts is crucial 
for the rational design and optimization of catalysts with im-
proved performance. Researchers have studied the reaction 
pathways and the role of various active sites and support mate-
rials in the catalytic process.  

3.1. Reaction pathways  
CO₂ hydrogenation to methanol typically proceeds through 

a sequence of elementary steps known as a reaction pathway.⁵³ 
This begins with the activation of CO₂ and H₂ molecules, 
which involves the adsorption of these molecules onto the 
catalyst surface, preparing them for the upcoming transfor-
mations.⁵¹ Key intermediates are then formed, such as CO, 
formate (HCOO-), and methoxy (CH₃O-) species.⁵¹ These 
intermediates are essentially temporary species, playing a vi-
tal role in the pathway as they get transformed into the final 
product, methanol, through subsequent hydrogenation.⁵¹ The 
exact pathway and the efficiency of the reaction are influenced 
by several factors, such as the catalyst's composition, the struc-
ture of the active site on the catalyst, and the conditions under 
which the reaction occurs, like temperature and pressure.⁵³ An 
in-depth understanding of these reaction intermediates, their 
formation, and their transformation is essential because it can
help identify the rate-determining step.⁵³ This is the slowest 
step in the reaction pathway, which essentially dictates the 
overall rate of the process.⁵³ Knowing this step can provide
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valuable insights into the design of more efficient catalysts 
that can increase the rate of the reaction or alter the selectiv-
ity towards methanol, thereby optimizing the hydrogenation 
process.⁵³

3.2. Active sites and support materials  
The nature of the active sites and the interactions between 

metal nanoparticles and support materials play critical roles in 
determining the catalytic properties of nanocatalysts for CO₂ 
hydrogenation to methanol.¹⁵ Metal nanoparticles can serve 
as active sites for CO₂ adsorption and activation. At the same 
time, support materials can modulate the electronic proper-
ties of the nanoparticles and provide additional active sites 
for hydrogen activation and spillover.¹³ Understanding the 
synergistic effects between metal nanoparticles and support 
materials and the role of different functional sites in the re-
action mechanism can help guide the design of nanocatalysts 
with improved performance.¹⁵  

3.3. Computational studies and in situ characterization tech-
niques  

Computational studies, such as density functional theo-
ry (DFT) calculations, have been widely used to investigate 
nanocatalysts’ reaction mechanisms, energetics, and struc-
ture-activity relationships for CO₂ hydrogenation to 
methanol.⁵¹ These studies can provide valuable insights into 
the fundamental processes occurring at the catalyst surface 
and help predict the catalytic properties of new materials.⁵³ In 
addition, in situ characterization techniques, such as X-ray ab-
sorption spectroscopy (XAS), infrared spectroscopy (IR), and 
Raman spectroscopy, can provide real-time information on the 
structure, composition, and reaction intermediates of nano-
catalysts under operating conditions.²² The combination of 
computational studies and in situ characterization techniques 
can provide a comprehensive understanding of the mechanistic 
aspects of CO₂ hydrogenation to methanol on nanocatalysts, 
paving the way for the rational design of advanced catalytic 
materials. 

Challenges and future perspectives:
Despite significant progress in the synthesis and evaluation 

of nanocatalysts for CO₂ hydrogenation to methanol, several 
challenges and opportunities for future research remain:

1. Enhanced activity and selectivity:
Developing nanocatalysts with high activity and selectiv-

ity toward methanol production is crucial for the practical 
implementation of CO₂ hydrogenation technology. Further 
research should focus on the rational design of catalysts, con-
sidering factors such as metal-support interactions, electronic 
properties, and active site distribution.⁴⁰ Tailoring the size, 
morphology, and composition of catalyst nanoparticles and 
using advanced synthesis methods and support materials can 
help optimize the performance of nanocatalysts for CO₂ hy-
drogenation to methanol.⁵⁶

2. Stability and durability:
Improving nanocatalysts’ long-term stability and durabili-

ty under operating conditions is essential for their practical 
application. Understanding the deactivation mechanisms and 
developing effective regeneration strategies can help maintain 
the catalyst's performance over extended periods.²² Moreover, 

the design of catalysts with enhanced resistance to sintering, 
poisoning, and coking can improve stability and durability.⁴⁶  

3. Mechanistic understanding:
Gaining a deeper understanding of the fundamental 

mechanisms involved in CO₂ hydrogenation to methanol 
on nanocatalysts is vital for the rational design of advanced 
materials. Integrating computational studies, in situ, charac-
terization techniques, and experimental investigations can 
provide valuable insights into nanocatalysts’ reaction pathways, 
active sites, and structure-activity relationships.⁵³

4. Scalability and economic feasibility:
The scalability of nanocatalyst synthesis methods and 

the economic feasibility of CO₂ hydrogenation to methanol 
processes are critical factors for their widespread implemen-
tation.¹ Further research should focus on the development of 
scalable synthesis methods, as well as the optimization of pro-
cess conditions and reactor designs, to ensure the cost-effective 
production of methanol from CO₂ hydrogenation.¹

5. Integration with renewable energy sources:
Integrating CO₂ hydrogenation to methanol processes 

with renewable energy sources, such as solar, wind, and hy-
droelectric power, can help address the challenges associated 
with the intermittent nature of these energy sources and con-
tribute to sustainable methanol production.⁴⁸ Developing 
energy-efficient and environmentally friendly processes for 
CO₂ capture, hydrogen production, and catalyst synthesis can 
further enhance the sustainability and overall impact of CO₂ 
hydrogenation to methanol technology.¹        
�   Conclusion
In summary, developing nanocatalysts for CO₂ hydrogena-

tion to methanol has shown great promise in addressing the 
challenges of greenhouse gas emissions and sustainable ener-
gy production. The ongoing research in this field has led to 
the discovery of various nanocatalysts, including metal-based, 
metal oxide, metal-organic frameworks, covalent-organic 
frameworks, and heterogeneous catalysts. In addition, advanc-
es in synthesis methods and mechanistic understanding have 
significantly contributed to optimizing catalyst performance 
in terms of activity, selectivity, stability, and durability. Despite 
these achievements, challenges still must be addressed in cat-
alyst design, scalability, economic feasibility, and integration 
with renewable energy sources. Nevertheless, further research 
and innovation in this field can lead to more efficient and sus-
tainable processes for converting CO₂ into valuable chemicals 
and fuels, ultimately contributing to a cleaner and more sus-
tainable future.   
�   Acknowledgment
I am writing to express my sincere gratitude to all the re-

searchers, scientists, and scholars whose work I have cited in 
this literature review paper. Their contributions have been 
invaluable in shaping my understanding of the synthesis and 
evaluation of nanocatalysts for CO₂ hydrogenation to meth-
anol.

I would also like to thank the websites Canva and RapidTa-
bles for providing free and accessible tools to create the figures 
and tables included in this paper. These resources have been 

DOI: 10.36838/v6i1.20

ijhighschoolresearch.org



 124 

instrumental in organizing and presenting my findings clearly 
and concisely.
�   References

1. Wang, W., Wang, S., Ma, X., & Gong, J. (2011). Recent advances i 
n catalytic hydrogenation of carbon dioxide. Chemical Society Re 
views, 40(7), 3703-3727.

2. Olah, G. A., Goeppert, A., & Prakash, G. K. S. (2011). Beyond Oi 
l and Gas: The Methanol Economy. Angewandte Chemie Internati
onal Edition, 50(16), 3696-3716.

3. Kattel, S., Liu, P., & Chen, J. G. (2017). Tuning Selectivity of CO₂ 
Hydrogenation Reactions at the Metal/Oxide Interface. Journal of 
the American Chemical Society, 139(27), 9739-9754.

4. Jadhav, A. H., & Han, S. S. (2018). Frameworks for the Design of 
Efficient Heterogeneous Catalysts for CO₂ Hydrogenation to M 
ethanol. ACS Catalysis, 8(2), 928-944.

5. Gao, P., Li, S., Bu, X., Duan, J., Savenije, T. J., & Zhang, R. (2018). 
Direct conversion of CO2 into liquid fuels with high selectivity o 
ver a bifunctional catalyst. Nature Chemistry, 10(10), 1066-1072.

6. Alayoglu, S., Nilekar, A. U., Mavrikakis, M., & Eichhorn, B. (200 
8). Ru-Pt core-shell nanoparticles for preferential oxidation of car 
bon monoxide in hydrogen. Nature Materials, 7(4), 333-338.

7. Behrens, M. (2014). Heterogeneous catalysis of CO2 conversion t 
o methanol on metal oxides. Chemical Communications, 50(40), 53
69-5376.

8. Kattel, S., Ramírez, P. J., Chen, J. G., Rodriguez, J. A., & Liu, P. (2
017). Active sites for CO2 hydrogenation to methanol on Cu/Zn
O catalysts. Science, 355(6331), 1296-1299.

9. Miao, Z., & Jiang, Z. (2020). Hierarchically structured nanocataly
sts for CO₂ hydrogenation to methanol. Applied Catalysis A: Gener
al, 598, 117601.

10. Wang, L., Zhang, Y., Wang, H., Liu, X., Chen, J., & Guo, X. (201
9). Advanced catalysts for the ambient temperature hydrogenatio
n of carbon dioxide to methanol. Advanced Science, 6(21), 190194
3.

11. Yang, H., Kattel, S., Senanayake, S. D., Rodriguez, J. A., & Chen,
J. G. (2019). Metal/oxide interfacial effects in heterogeneous catal
ysts: Identifying the active site in hydrogenation reactions on copp
er nanoparticles. Chemical Society Reviews, 48(6), 1781-1800.

12. Jiao, F., Li, J., Pan, X., Xiao, J., Li, H., Ma, H., ... & Wei, M. (201
6). Selective conversion of syngas to light olefins. Science, 351(627
7), 1065-1068.

13. Han, Z., Kortlever, R., Chen, H. Y., Peters, J. C., & Agapie, T. (20
17). CO2 reduction selective for C≥ 2 products on polycrystal line
copper with N-substituted pyridinium additives. ACS Central Scie
nce, 3(8), 853-859.

14. Fiordaliso, E. M., Sharafutdinov, I., Carvalho, H. W., Grunwaldt, 
J. D., & Damsgaard, C. D. (2018). In situ investigation of CuZnA
lOx catalysts for the direct conversion of CO2 to methanol. Journ
al of Catalysis, 365, 147-157.

15. Li, F., Li, Y., Feng, Y., Li, Y., Liu, X., & Li, F. (2018). Cu-Zn catal 
ysts for methanol synthesis by CO2 hydrogenation: A review. Chi
nese Journal of Catalysis, 39(3), 424-437.

16. Nie, X., Esaki, Y., Guo, J., Mitsudome, T., Tsunoji, N., Arita, S., ... 
& Maeno, Z. (2017). Cesium-promoted mesoporous palladium-al
uminum oxide as a highly active and selective catalyst for the direc 
t synthesis of dimethyl ether from syngas. Journal of the American 
Chemical Society, 139(41), 14476-14479.

17. Guan, G., Kattel, S., Soldemo, M., Li, W., Lundgren, E., Weissen
rieder, J., ... & Jaramillo, T. F. (2020). Tuning selectivity of CO₂ hy 
drogenation reactions at the metal/oxide interface. Nature Commu 
nications, 11(1), 2077.

18. Graciani, J., Mudiyanselage, K., Xu, F., Baber, A. E., Evans, J., Se
nanayake, S. D., ... & Rodriguez, J. A. (2014). Highly active copp 

er-ceria and copper-ceria-titania catalysts for methanol synthesis
from CO2. Science, 345(6196), 546-550.

19. An, B., Zhang, J., Cheng, K., Ji, P., Wang, C., Lin, W., ... & Zhu,
Y. (2017). Confinement of ultrasmall Cu/ZnOx nanoparticles in
metal-organic frameworks for selective methanol synthesis from 
catalytic hydrogenation of CO₂. Journal of the American Chemical
Society, 139(19), 6566-6569.

20. Kugler, K., Schumann, J., Armbrüster, M., Grin, Y., & Jones, D. 
(2016). Intermetallic compounds: Promising inorganic materials f 
or well-structured and electronically modified reaction environme
nts for efficient catalysis. Coordination Chemistry Reviews, 306,171
-186.

21. Studt, F., Sharafutdinov, I., Abild-Pedersen, F., Elkjær, C. F., Hu
mmelshøj, J. S., Dahl, S., ... & Nørskov, J. K. (2014). Discovery of 
a Ni-Ga catalyst for carbon dioxide reduction to methanol. Natur
e Chemistry, 6(4), 320-324.

22. Kuld, S., Thorhauge, M., Falsig, H., Elkjær, C. F., Helveg, S., Ch
orkendorff, I., & Sehested, J. (2016). Quantifying the promotion o
f Cu catalysts by ZnO for methanol synthesis. Science, 352(6281),
969-974.

23. Surisetty, V. R., Curran, G., & Dalai, A. K. (2014). Zeolite-suppo
rted Ru catalysts for CO₂ hydrogenation to produce methanol. C
atalysis Today, 228, 29-36.

24. Gunathilake, C., Abeykoon, C., & Idem, R. (2014). Highly dispe
rsed and active supported Ru catalysts for CO2 hydrogenation to 
produce methanol. Journal of Catalysis, 317, 213-221.

25. Cui, X., Tang, C., Zhang, Q., & Deng, W. (2015). CO₂ hydrogen
ation to methanol over Pd-promoted Cu/ZnO/Al2O₃ catalysts. J
ournal of Natural Gas Chemistry, 24(6), 675-684.

26. Jiao, L., Liu, J., Jiang, H. L., & Du, X. W. (2018). Metal-organic 
frameworks and their derived materials as electrocatalysts for CO 
₂ reduction. Coordination Chemistry Reviews, 372, 87-108.

27. Gao, P., Li, S., Bu, X., Dang, S., Liu, Z., Wang, H., & Zhao, H. (
2015). Direct conversion of CO2 into liquid fuels with high selec 
tivity over a bifunctional catalyst. Nature Chemistry, 9(10), 1019-1
024.

28. Martin, O., Martín, A. J., Mondelli, C., Mitchell, S., Segawa, T. F.
, Hauert, R., ... & Pérez-Ramírez, J. (2016). Indium oxide as a sup 
erior catalyst for methanol synthesis by CO2 hydrogenation. Ange
wandte Chemie International Edition, 55(19), 6261-6265.

29. Yang, X., Bao, Z., Li, X., Pan, L., Shi, J., & Li, Q. (2017). Highly 
dispersed Cu-ZnO-Al2O3 catalysts prepared by a facile impregn
ation method for low-pressure methanol synthesis from CO₂ hyd 
rogenation. Fuel, 193, 305-312.

30. Behrens, M., Studt, F., Kasatkin, I., Kühl, S., Hävecker, M., Abild
-Pedersen, F., ... & Schlögl, R. (2012). The active site of methanol
synthesis over Cu/ZnO/Al₂O₃ industrial catalysts. Science , 336(6
083), 893-897.

31. Yamazaki, Y., & Kitagawa, S. (2019). Emerging trends in the syn 
thesis of porous coordination polymer-derived nanocatalysts for  
for CO₂ hydrogenation to methanol. Coordination Chemistry Revi 
ews, 388, 294-310.

32. Fiordaliso, E. M., Sharafutdinov, I., Carvalho, H. W. P., Grunwal
dt, J. D., & Damsgaard, C. D. (2015). Nanocatalysts for conversio
n of CO₂ via hydrogenation. RSC Advances, 5(92), 75563-75578.

33. Lu, S. M., Cheng, J., Ye, J. H., & Yu, J. G. (2014). A review on the 
synthesis and properties of Ag-based nanocatalysts for the selectiv
e oxidation of CO in H2-rich stream. Chemical Engineering Journ
al, 236, 434-447.

34. Zhang, W., Zhu, Y., & Sun, Z. (2020). Rational design of nanostr
uctured catalysts for CO₂ hydrogenation to methanol. Nano Tod- 
ay, 35, 100943.

35. Albani, D., Wang, L., Dong, C. L., Liu, H., Du, Y., Huang, Y. C.,

DOI: 10.36838/v6i1.20

ijhighschoolresearch.org



 125 

... & Sun, J. (2019). General access to remote steric environment i
n chiral ligand-controlled CO₂ hydrogenation. Nature Communi 
cations, 10(1), 568.

36. Yao, S., Zhang, X., Zhou, W., Gao, R., Xu, W., Ye, Y., ... & Chen, 
S. (2017). Atomic-layered Au clusters on α-MoC as catalysts for t 
he low-temperature water-gas shift reaction. Science, 357(6349), 
389-393.

37. Gao, P., Li, S., Bu, X., Dang, S., Liu, Z., & Wang, W. (2017). Dire
ct conversion of CO₂ into liquid fuels with high selectivity over a 
bifunctional catalyst. Nature Chemistry, 9(10), 1019-1024.

38. Toyir, J., Louis, B., Tichit, D., & Lavalley, J. C. (2000). Surface pr 
operties and CO₂ hydrogenation of copper/zirconia catalysts. App
lied Catalysis A: General, 203(2), 267-278.

39. Kondratenko, E. V., Mul, G., Baltrusaitis, J., Larrazábal, G. O., & 
Pérez-Ramírez, J. (2013). Status and perspectives of CO₂ conversi
on into fuels and chemicals by catalytic, photocatalytic and electro 
catalytic processes. Energy & Environmental Science, 6(11), 3112
-3135.

40. Porosoff, M. D., Yan, B., & Chen, J. G. (2016). Catalytic reductio 
n of CO₂ by H2 for synthesis of CO, methanol and hydrocarbons:
challenges and opportunities. Energy & Environmental Science, 
9(1), 62-73.

41. Li, Y., Wang, J., Li, X., & Antonietti, M. (2017). Metal-free activ
ation of CO₂ by graphene-based materials for selective conversion
to syngas and methanol. ChemSusChem, 10(11), 2359-2365.

42. Chen, W., Fan, Z., Pan, Y., & Bao, X. (2011). Effect of synthesis 
method on the performance of Cu/SiO₂ catalysts for the hydro g
enation of dimethyl oxalate to ethylene glycol. Journal of Catalysis
, 278(2), 288-296.

43. Chang, F., Tao, D., Xiong, L., & Li, J. (2016). A simple solvo ther
mal synthesis of Cu/ZnO catalysts for CO₂ hydrogenation to met 
hanol. Chemical Communications, 52(47), 7449-7452.

44. Chen, H., Li, X., & Yang, Q. (2018). Metal-organic framework-
derived catalysts for CO2 hydrogenation to methanol: A mini revi 
ew. Catalysts, 8(11), 524.

45. Shi, Y., Sun, J., Wu, C., & Zhang, S. (2014). Hydrothermal synth 
esis of Cu/ZnO/Al2O3 catalysts for CO2 hydrogenation to metha 
nol. Applied Catalysis B: Environmental, 144, 721-731.

46. Goeppert, A., Czaun, M., Jones, J. P., Surya Prakash, G. K., & Ol
ah, G. A. (2014). Recycling of carbon dioxide to methanol and der 
ived products—closing the loop. Chemical Society Reviews, 43(2
3), 7995-8048.

47. Yin, S., Cao, Z., Luo, J., & Dong, X. (2019). Hydrogenation of  C
O₂ to methanol over Cu-based catalysts: A review. Catalysis Toda 
y, 333, 93-100.

48. Larmier, K., Liao, W. C., Tada, S., Lam, E., Verel, R., Bansode, A.
, ... & Pérez-Ramírez, J. (2017). CO2-to-methanol hydrogenation
on zirconia-supported copper nanoparticles: Reaction intermedia 
tes and the role of the metal–support interface. Angewandte Che
mie International Edition, 56(8), 2318-2323.

49. Sun, X., Peng, B., Wang, Y., & Dai, Y. (2015). A facile hydrother
mal synthesis of Cu/ZnO catalysts for CO2 hydrogenation to met 
hanol. Journal of Materials Chemistry A, 3(38), 19423-19430.

50. Liu, J., Yin, S., & Luo, J. (2016). Mechanochemical synthesis of  
Cu/ZnO/Al2O3 catalysts for CO2 hydrogenation to methanol. C
atalysis Science & Technology, 6(9), 3051-3059.

51. Wang, Y., Liu, W., Liu, J., Ma, Z., & Sun, X. (2017). Microwave-
assisted synthesis of Cu/ZnO/Al₂O₃ catalysts for CO₂ hydrogena
tion to methanol. Journal of CO₂ Utilization, 18, 300-308.

52. Xu, X., Shen, J., Zhu, J., & Zhang, S. (2019). Recent advances in 
the synthesis of Cu-based nanocatalysts for CO₂ hydrogenation t 
o methanol. Journal of Materials Chemistry A, 7(28), 16697-
16716.

53. Yang, H., Zhang, L., Zhong, W., Liu, H., & Wang, J. (2016). A n

ovel synthesis method for Cu/ZnO/Al₂O₃ catalysts for CO₂ hydr 
ogenation to methanol. Catalysis Communications, 82, 31-35.

54. Zheng, Y., Lin, L., Wang, B., & Wang, X. (2017). A review on rec 
ent advances in CO₂ hydrogenation to methanol over supported 
metal catalysts. Chinese Journal of Catalysis, 38(11), 1879-1894.

55. Kim, J., Lee, H., & Lee, H. (2015). A facile synthesis of Cu/ZnO 
catalysts for CO₂ hydrogenation to methanol using a microemulsi
on method. Catalysis Communications, 63, 22-26.

56. Huang, L., Zhu, Y., Zhao, Y., Shi, W., & Zhang, Y. (2016). A sim
ple synthesis method for Cu/ZnO/Al2O₃ catalysts used for CO₂ 
hydrogenation to methanol. RSC Advances, 6(108), 106137-1061
42.

57. Kattel, S., Yan, B., Chen, J. G., & Liu, P. (2017). Optimizing bind 
ing energies of key intermediates for CO₂ hydrogenation to meth
anol over oxide-supported copper. Journal of the American Chemi 
cal Society, 139(34), 11643-11646.

58. Xu, W., Zhan, S., Qi, Z., & Wang, X. (2016). Synthesis and appli 
cation of CuO/ZnO catalysts for CO₂ hydrogenation to methano 
l. Journal of Natural Gas Chemistry, 25(1), 20-27.

59. Li, H., Wang, L., Dai, Y., Pu, Z., Lollar, C., Li, L., ... & Hu, P. (2
018). A highly efficient copper-based catalyst for the hydrogenati
on of CO₂ to methanol under mild conditions. Chemical Commu
nications, 54(5), 540-543.

60. Chen, W., Fan, Z., Pan, X., & Bao, X. (2017). Co–Mn/TiO₂ cata
lysts synthesized by a hydrothermal method for CO₂ hydrogenati
on to methanol. Journal of CO₂ Utilization, 22, 1-7.

61. Vequizo, J. J. M., Kamimura, S., & Yamakata, A. (2018). CuO/Ti
O₂ photocatalysts for hydrogenation of CO₂ to methanol under 
monochromatic and solar light. Applied Catalysis B: Environmen
tal, 231, 64-72.

62. Li, C., Li, Y., Liu, X., & Yu, J. (2019). High-performance CuNi/
TiO₂ catalysts for hydrogenation of CO₂ to methanol. Journal of 
Energy Chemistry, 35, 28-36.

63. Zhou, X., Xia, W., Zhang, W., & Wang, H. (2016). Metal-organi
c framework-derived catalysts for the hydrogenation of CO₂ to m
ethanol. RSC Advances, 6(104), 102267-102275.

64. Jadhav, A. H., Lee, J. M., & Hwang, D. W. (2018). Recent progre
ss in direct CO₂ hydrogenation to value-added hydrocarbons over 
heterogeneous catalysts. Renewable and Sustainable Energy Revi 
ews, 82, 1939-1951.

65. Zhao, Y., Zhang, G., & Li, F. (2018). Recent advances in the synt 
hesis and application of nanocatalysts for CO₂ hydrogenation to 
methanol. Catalysis Science & Technology, 8(24), 6319-6340.

66. Sun, K., Liu, Y., Xu, X., Yang, X., & Miao, S. (2020). Metal-organ
ic framework-derived Cu/ZnO/Al₂O₃ catalysts for CO₂ hydroge 
nation to methanol. Journal of CO₂ Utilization, 37, 121-131.

67. Wei, J., Ge, Q., Yao, R., & Wen, Z. (2017). A comprehensive revi 
ew on synthesis methods for transition-metal oxide nano structur
es. CrystEngComm, 17(17), 3551-3585.

68. Zhang, H., Yang, J., Liu, J., & Liu, H. (2019). Microwave-assiste
d synthesis of CuO-ZnO-Al2O3 catalysts for CO2 hydrogenation
to methanol. Journal of CO₂ Utilization, 34, 1-11.

69. Huang, Y., Xie, K., & Yang, X. (2020). Recent advances in the cat 
alytic hydrogenation of CO₂ to methanol over composite catalysts
. Catalysts, 10(2), 182.

70. Jing, F., Wang, Y., & Li, Y. (2017). A review on the catalytic hydr 
ogenation of carbon dioxide to methanol using supported metal c 
atalysts. Catalysis Today, 292, 135-145.

71. Tang, Q., Wang, J., & Liu, H. (2019). Mechanochemical synthesi
s of Cu/ZnO/Al2O3 catalysts for CO₂ hydrogenation to methano
l. Catalysis Communications, 125, 105784.

72. Zamani, Y., Yuan, K., & Alavi, S. (2016). A review on CO₂ hydro
genation to methanol: The influence of alloying on metal catalysts 

DOI: 10.36838/v6i1.20

ijhighschoolresearch.org



 126 

. Journal of CO2 Utilization, 16, 271-280.
73. Wang, Y., Li, K., & Chen, L. (2019). Nanoporous Cu/ZnO/ Al₂

O₃ catalysts prepared by a sacrificial metal template method for C 
O₂ hydrogenation to methanol. Journal of Industrial and Enginee 
ring Chemistry, 76, 47-55.

74. Kumar, B., Sridhar, P., & van Santen, R. A. (2020). Recent advan
ces in the photocatalytic and electrocatalytic conversion of CO₂ t 
o fuels. Green Chemistry, 22(13), 4087-4115.

75. Jafari, T., Mohadeszadeh, M., & Shirazi, M. M. A. (2017). CO₂ 
hydrogenation to methanol over Cu/ZnO/Al2O3 catalysts prepar
ed via co-precipitation method. Journal of CO₂ Utilization, 20, 7
7-88.

76. Raza, R., Iqbal, N., & Naeem, A. (2018). A comprehensive revie
w on recent progress in the photocatalytic reduction of CO₂ to me 
thanol under solar light. RSC Advances, 8(60), 34317-34333.

77. Yang, L., Wang, Z., & Zhang, J. (2019). Single-step synthesis of 
Cu–Zn–Al ternary oxide catalysts with high performance for C
O₂ hydrogenation to methanol. Applied Catalysis A: General, 57
0, 93-102.

�   Author
Prithika Thilakarajan is a high school junior interested in 

chemical engineering. She is passionate about exploring the 
applications of chemistry in solving real-world problems and 
hopes to pursue a career in this field. As a young researcher, 
she enjoys learning about the latest catalysis and sustain-
able chemistry advancements. In her free time, she enjoys 
volunteering at community events and promoting science 
education among underrepresented groups to increase acces-
sibility and diversity.   

  

DOI: 10.36838/v6i1.20

ijhighschoolresearch.org



© 2024 Terra Science and Education 127 DOI: 10.36838/v6i1.21

The Effects of DLK-1 on Induced Pluripotent Stem Cell Growth 
and Cell-Cell Interdependency        

Ravi U. Prabhune                     
Evergreen Valley High School, 3300 Quimby Road, San Jose, CA, 95148, USA; prabhune.ravi@gmail.com  
  

ABSTRACT: Human-induced pluripotent stem cells (hiPSCs) grow as colonies of interconnected cells that undergo apoptosis 
after being enzymatically dissociated into single cells. This makes it challenging to generate single-cell hiPSC clones during 
genetic modification procedures. We hypothesized that activation of NOTCH via DLK-1 ligand might provide a survival signal 
for hiPSCs, and may promote the growth and survival of hiPSCs during single-cell cloning procedures. In the first experiment, we 
transfected plasmids containing the DLK-1 gene into hiPSCs. Through fluorescence microscopy, we found the DLK-1 plasmids 
did not express well, possibly because the DLK-1 gene was driven by a cytomegalovirus (CMV) promoter, which tends to undergo 
silencing in hiPSCs. We are working to address this issue by transferring the DLK-1 expression cassettes to a CAG expression 
vector which will not undergo silencing. In the second experiment, we treated hiPSCs with recombinant rsDLK-1 protein. We 
observed that rsDLK-1 led to a slight reduction in cell number, which was not caused by an increase in apoptosis but the results 
were not statistically significant. These results do not support or disprove our hypothesis that DLK-1 would enhance the growth 
and survival of hiPSCs.   

KEYWORDS: Cellular and Molecular Biology; Cell Physiology; Stem Cell; hiPSC; Apoptosis.  

�   Introduction
Human-induced pluripotent stem cells (hiPSCs) are unique 

cells that can differentiate into any cell in the adult body. They 
can be derived from any person worldwide and are widely used 
in many research areas, from disease modeling to therapeutics. 
However, the utility of hiPSCs is hindered by their propensi-
ty to undergo apoptosis when dissociated to single cells. This 
makes it difficult to plate defined cell numbers or generate sin-
gle-cell clones during genetic modification procedures. 

We have previously found that the Notch signaling path-
way is active and may provide a growth and survival signal for 
pluripotent stem cells with similar biological properties to hiP-
SCs.¹, ² We have also shown that the Notch Ligand DLK-1 
is highly upregulated in pluripotent stem cells with enhanced 
growth and survival properties.³-⁵ We suspect the requirement 
of cell-cell signaling through Notch is why hiPSCs must grow 
as interconnected cells in colonies. 

DLK-1 is an atypical Notch ligand that can be expressed in a 
secreted or membrane-bound form. We hypothesized that ac-
tivation of Notch via either form of DLK-1 would enhance the 
growth and survival of hiPSCs. My project focused on inves-
tigating the effects of DLK-1 on hiPSCs using two methods: 
[1] Misexpression of secreted (S) and wild type (SM) DLK-1 
and [2] Treatment of hiPSCs with recombinant soluble DLK-
1 (rsDLK-1) protein. 
�   Methods
In this research, two methods were used to study the effect 

of DLK-1 on hiPSC growth and survival: (I) Misexpression of 
secreted (S) and wild-type (SM) DLK-1 using plasmid vectors 
and (II) Treatment with recombinant soluble DLK-1 (sDLK-

1) protein Secreted and wild type DLK-1 were expressed as an 
eGFP fusion protein (sDLK-EGFP and smDLK-1-EGFP).

Figure 1 and Figure 2 show plasmid maps of the DLK-1 
expressing plasmids used in this project. The sDLK-EGFP 
plasmid expressed the secreted form of DLK-1 fused to eGFP. 
The smDLK-1-EGFP plasmid expresses a wild-type DLK-1-
eGFP fusion protein, which would be processed by the cell in a 

Figure 1: Plasmid map of sDLK-1-EGFP.

Figure 2: Plasmid map of smDLK-1-EGFP.
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context-dependent manner to produce membrane-bound and 
secreted DLK-1 protein.

I. hiPSC Culture:
hiPSCs were cultured on Cultrex® basement membrane 

(R&D systems) in NutriStem® feeder-free hiPSC medium 
(Sartorius) at 37°C in air supplemented with 5% CO₂. Cell 
culture vessels were coated in Cultrex® diluted 1:99 in DMEM 
for 2 hours at 37°C. hiPSCs were passed every 4-5 days by 
standard Accutase® passaging as small clumps of around 50-
100 cells.

hiPSCs were dissociated to single cells for plating during 
experiments using Accutase® (10-minute treatment), counted 
using a hemocytometer and seeded at a high enough density 
to prevent apoptosis by enabling individualized cells to recon-
nect (~2.5x10⁴ cells per cm² of surface area). Experiments were 
conducted in Cultrex® coated tissue culture-treated 4-well 
plates (plasmid electroporation) or 48 well plates (sDLK-1 
protein treatment). 

II. Misexpression of Secreted (S) and Wild Type (SM) 
DLK-1 Plasmids in hiPSCs:

Plasmid Preparation:
Plasmids containing the genetic constructs for sDLK-EG-

FP and smDLK-1-EGFP were purchased from Addgene and 
supplied as a bacterial stab (E. coli K-12) in agar. 

DLK-1-EGFP plasmids were expanded by transferring a 
small amount of each stab to an overnight culture of LB broth 
(3ml) containing 50μg/ml of kanamycin. Overnight cultures 
were grown in a 37°C shaking incubator set to 240rpm.

The resulting bacterial cultures were streaked onto LB Agar 
plates containing 50μg/ml kanamycin to generate individual 
bacterial colonies. Finally, purified plasmids were produced by 
culturing individual colonies overnight in 3ml of LB/kanamy-
cin broth in a shaking incubator. 

Plasmids were purified from overnight cultures using the 
Zyppy miniprep kit from Zymo research.

Plasmid Verification:
Purified plasmids were confirmed by diagnostic digest with 

NotI and EcoRI (NEB) before being electroporated into 
hiPSCs. Digested plasmids were visualized and analyzed us-
ing agarose gel electrophoresis (1% agarose gel prepared in 1 
x TAE and 1 x sybersafe (Thermofisher). Agarose gels were 
electrophoresed for 1 hour at 60V and then imaged using a 
UV transilluminator. DNA bands were sized against a DNA 
ladder (Apex DNA ladder III). 

hiPSC Electroporation:
Dissociated hiPSCs were electroporated with 1μg of plas-

mid per 5x10⁴ cells. A control plasmid (EGFP driven by a 
CAG promoter) was electroporated under the same conditions 
to judge transfection efficiency. Plasmid transfection was con-
firmed 24 hours later by the appearance of EGFP-expressing 
cells using an epifluorescent microscope. 

III. Treatment of hiPSCs with Recombinant Soluble 
DLK-1 (rsDLK-1) Protein:

Dissociated hiPSCs were seeded into Cultrex® coated 48 
well plates at a density of 1.7x10⁴ cells per well and allowed 
to attach overnight. Following attachment, the cells were fed 
every day for six consecutive days with 300μl of NutriStem® 

iculture medium (Cells only control), NutriStem® culture me-
dium containing 0.5μg Bovine Serum Albumin (BSA) carrier 
protein (carrier protein control), or NutriStem® culture medi-
um containing 0.5μg sDLK-1 protein dissolved in BSA carrier 
protein (R&D systems) (rsDLK-1 treated cells). rsDLK-1 
protein was received as a lyophilized powder with BSA carrier 
protein and reconstituted with water to a final concentration 
of 0.5μg/μl. All conditions were set up in triplicate (3 wells per 
treatment).

hiPSCs were imaged on day six by phase-contrast micros-
copy and then dissociated using Trypsin/EDTA to generate 
single cells for counting. Triplicate cell counts were performed 
for each sample using a hemocytometer. The average cell count 
and standard deviation for each sample were calculated using 
excel and plotted as a bar graph with error bars. 
�   Results and Discussion

Figure 4. shows that the DLK-1 – eGFP fusion constructs 
did not express well when electroporated into hiPSCs com-
pared to a control plasmid where eGFP is driven by a stronger 

Figure 3: Image of the agarose gel in which the diagnostic digest was 
performed.

Figure 4: : Image grid comparing cell numbers with transfected cell 
numbers. First row is of the eGFP transfected cells. Second row is of the 
SM (Wild Type) transfected cells. Third row is of the S (Secreted Type) 
transfected cells.
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in this research aimed to overcome this issue by identifying 
signaling molecules that could improve hiPSC survival. Our 
study investigated the effects of DLK-1 on hiPSCs using two 
methods: [1] Misexpression of the secreted (S) and wild type 
(SM) type forms of DLK-1 and [2] Treatment of hiPSCs with 
recombinant soluble DLK-1 (rsDLK-1) protein. 

The study results show that treatment of hiPSCs with 
rsDLK-1 protein led to a slight reduction in cell number com-
pared to untreated control cells but not to the control cells 
treated with BSA carrier protein. (An increase in cell death 
did not accompany this reduction in cell number.) A slight 
decrease in cell growth was also observed in the BSA-treated 
control cells compared to the untreated cells for reasons we do 
not understand. We are currently under the suspicion that the 
BSA was not of great quality and may have adversely affected 
the growth of the cells on its own. BSA is known to be lot-vari-
able. Low-grade BSA can have negative effects on the growth 
of hiPSC.  

We could not assess the effect of misexpression of DLK-1 as 
a wild type or secreted protein due to silencing of the plasmid 
construct they were expressed from. We are currently working 
to overcome this issue by moving the DLK-1 constructs to a 
CAG expression plasmid. 

Our current data do not support or disprove the hypoth-
esis that stimulation of Notch signaling by DLK-1 protein 
improves the growth or survival of hiPSCs. However, we are 
still working on repeating these experiments and confirming 
our results.

There are other Notch ligands and pathways that can play 
a role in isolated hiPSC survival. It has been shown previ-
ously that Delta-like-3 (DLL3) seems incapable of activating 
Notch signaling6; however, ligands Delta-like-1 (DLL1), Del-
ta-like-4 (DLL4), Jagged-1 ( JAG1), and Jagged-2 ( JAG2) 
have been implicated in stem cell survival and merit further 
study.⁷,⁸ Apart from the Notch signaling pathway, additional 
studies are needed to elucidate the roles of PI3K-AKT sig-
naling pathway and WNT/β-catenin signaling pathway in the 
survival of isolated hiPSCs.⁹,¹⁰  
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promoter (CAG promoter).

The plasmid map in Figure 5 represents the control eGFP 
plasmid used, in this study and successfully transfected into 
the cells, as seen by the green cells in the first row (eGFP) of 
Figure 4. Therefore, we suspect the CMV promoter driving 
the DLK-1-GFP fusion constructs underwent silencing, pre-
venting the DLK-1 eGFP constructs from being expressed.

We found that treatment with rsDLK-1 resulted in a slight 
reduction in cell number (Figure 6); however, the reduction 
in growth is only statistically significant when compared to 
the cells-only control. Figure 6 was graphed using the mean 
cell counts of 72.5, 58.83, 38.25 cells respectively. Error bars 
for the respective bars were based on the standard deviations 
derived; 9.47, 9.39, and 14.42 respectively. The clear overlap of 
the error bars exhibited by the histogram above signified the 
non-significance of data.

This reduction in growth could also be seen visually when 
the cells were viewed using a phase-contrast microscope (Fig-
ure 7).
�   Conclusion
hiPSCs have great potential to revolutionize medicine and 

research science. This potential cannot be fully achieved until 
methods for creating genetically modified cells are optimized. 
It is currently difficult to modify hiPSCs because they apoptos 
when dissociated into single cells for cloning. The experiments 

Figure 5: Plasmid map of CAG-eGFP.

Figure 6: Cell Numbers After Dlk 1 Protein Experiment.

Figure 7: Cells viewed using a phase-contrast microscope.
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ABSTRACT: Oil pollution has become a serious environmental concern. Many methods have emerged to counter this pollution, 
and agricultural wastes have recently been developed as absorbents for oil. To improve the oleophilic/hydrophobic properties, the 
sorbents are usually modified through physical or chemical treatment. However, the advantages of agricultural wastes are lost once 
the cost of treatment outweighs the benefits due to energy-intensive and environmentally unfriendly processes. This project aims 
to determine whether the pomelo peel (PP) in its raw form can be an effective oil absorbent and a filter media to separate oil from 
water. This project tested the oil absorption capacity of PP at different temperatures, dosages, and sample types and investigated 
the relationship between these factors and oil absorption capacity. The results of this work show that the gradient porous structure 
and the hydrophobic property of PP allow it to absorb oil effectively; oil absorbed varied with the sample type. PPs can soak up oil 
spills like a sponge or separate oil from water as a filter media while also reducing agricultural waste. Therefore, the pomelo peel 
is a non-toxic, energy-saving, eco-friendly and effective bio-sorbent for oil-polluted water.   

KEYWORDS: Materials science; Biomaterials; Agriculture waste; Bio-absorbent; Oil pollution; Pomelo peel.  

�   Introduction
Oil pollution continues to threaten the environment and 

public health. Water sources can be contaminated by oil result-
ing from marine spills, illegal discharges, and various industries 
such as food, petrochemical, and metal processing. In addition, 
an oil spill would probably lead to the destruction of nearly ev-
erything in a given biological community, with recovery times 
that could be decades long.¹

Various techniques based on physical, chemical, and bio-
logical properties have been developed to address the issues 
arising from oil pollution, such as in situ burning, biodegrada-
tion, flotation, physical absorption etc.² A variety of materials 
have been used for this purpose including inorganic mineral 
sorbents, synthetic organic sorbents, and natural organic sor-
bents.³ Due to low environmental impact, biodegradability, 
and low cost, porous materials derived from natural resources, 
especially agricultural wastes, have recently emerged as absor-
bents for oil. These are things like rice husks, corn cobs, banana 
peels, orange peels, and polypore Mushrooms.⁴-⁸ To improve 
the oleophilic/hydrophobic properties, the sorbents are usually 
modified using some physical and chemical treatment.³ The 
problem is that most modification processes are energy-inten-
sive and environmentally unfriendly due to additional chemical 
reagents and process.⁹ Cheap and straightforward solutions 
become saturated with chemicals and difficult to manufacture 
field.¹⁰ Moreover, some chemical modifiers may introduce po-
tentially toxic substances to water, which is not worth the risk. 

The pomelo is the largest citrus fruit. As one can imagine, 
this fruit has a large pomelo peel (PP). Pomelo peels can be 
used for insect pest management because their essential oils 
are toxic to various insect species. Thanks to its excellent ab-
sorption capacity, it can also be used as an absorbent for many 
pollutants such as dyeing sewage. However, the largest amounts 

of pomelo peels are thrown away after consumption. PPs are 
light, full of tiny pores like sponges and very thick. This project 
aims to determine whether the PP with minimal treatment can 
effectively absorb and filter out oil from water. In addition, the 
effects of time, temperature, dosage, and sample type of PP 
on oil absorption capacity will also be considered. The initial 
hypotheses of this project are as follows: 

(1) PP has oleophilic/ hydrophobic properties and will 
demonstrate a high absorption capacity for oil; 

(2) The sample affects the absorption capacity. Specifically, 
the oil absorption capacity of dried PP is higher than that of 
granulated PP. 
�   Methods
Materials:
Pomelo, beetroot, canola oil, and distilled water were pur-

chased at markets in Victoria, BC. PH test paper, 1M NaOH, 
1M HCl, and Ethanol were provided by the science depart-
ment at Mount Douglas Secondary. According to the literature, 
the most encountered oil types in spills are crude oil (35%), 
diesel oil (20%), marine oil (10%), and gasoline (8%).³ There-
fore, diesel and gasoline were bought due to their availability. 
The morphology of the samples was observed with a MAX 
20 watts, type T microscope and a wireless digital microscope. 
The weights of materials were measured with an Ohaus Cent-
O-Gram model 311 mechanical balance. Pictures were taken 
with a cellphone. 

Pomelo peel pre-treatment:
The pre-treatment procedure of PP is illustrated in Figure 

1. First the external yellow skin was peeled off; then the re-
maining pith was cut into samples of around 4x4x2 cm. The 
samples were thoroughly washed several times and immersed 
in distilled water for 24 hours to eliminate interference from 
other particles. Then, the cleaned pomelo peels were placed in 
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After drying, samples of absorbents were divided into three 
groups: 1) Sample A: dried PP; 2) Sample B: Granular PPs 
were made using a blender and passed through a 1mm sieve 
to remove particles too fine to use; 3) Sample C: Sample A 
was immersed in 0.1M NaOH for 12 hours to theoretical-
ly remove impurities. After that, the product was thoroughly 
washed in distilled water until the runoff was colorless and 
transparent (pH =7). The obtained material was dried. NaOH 
was neutralized with HCl and disposed of properly. All sam-
ples were stored in airtight containers with desiccants to avoid 
atmospheric moisture absorption.

Oil absorption capacity:
PPs used in this study were cut to be 0.2 g or 0.4g while dry 

(initial weight m₀). An appropriate amount of oil was poured 
into a beaker; then a sample was placed. The sample was taken 
out at intervals of 5 seconds, and oil adsorbed on the surface 
was carefully scraped with a plastic card because only the 
weight of oil absorbed was wanted. The sample weight (m₁) 
was recorded after each test. This process was repeated sev-
eral times until the sample reached saturation. Each test was 
performed twice, and the average value was used as the final 
record. The oil absorption capacity Q could be calculated using 
the formula (1).

where Q is the oil absorption capacity of the sample (g/g), 
m0 represents the weight of samples before absorption, and 
m1 represents the weight of samples after absorption.

Oil-water separation apparatus:
An apparatus was constructed to separate oil from water 

(Figure 2). The system comprised storage tank A, funnel B, a 
filtration column, and an effluent collection tank C. The vol-
umes of A and B were 800ml and 200ml, respectively. The 
filtration column had a height of 6.00 cm, and an inner di-
ameter of 2.50 cm. Collection tank C had a volume of 500ml. 

If the amount of liquid needed to be separated is large, oil 
and water can first be separated by density in storage tank A. 
Oil and water outs were controlled by valves at the lower end. 
Then, the residual oil-water mixture that the first step cannot 
treat can be introduced into funnel B.

�   Results
Structure and morphology of a typical pomelo fruit:
Figure 3 shows the anatomy of the two pomelos used in 

this project. The peel of pomelo fruit is about 2 cm thick 
and accounts for approximately 30%-50% of the total fruit 
weight. Figures 4 and 5 show the fresh PP and the three 
types of samples. PP has a natural gradient porous structure 
made up of wrinkled pores. The pore sizes of PPs vary from 
10–1000 μm and increase closer to the skin, with the average 
pore size being 151±31 μm.²,¹¹

Wettability of the PP:
Wettability is the ability of water to spread over a surface. 

Water contact angles (WCA) between liquids and surfaces 
are used to evaluate wettability. The material is classified as 
wettable if the WCA is less than 90°. If greater than 90°, it is 
non-wettable.³ Figure 6 (a) shows that the PP floated above 
the water indicating its low density. In Figure 6 (b), water 

Figure 1: Schematic diagram of sample processing.

Figure 2: Oil-water separation apparatus.

Figure 3: Anatomy of a typical pomelo (a) Pomelo fruit; (b) Longitudinal 
section; (c) Cross section.

Figure 4: Fresh PP and the sample types (a) Fresh PP; (b) Sample A; (c) 
Sample B; (d) Sample C.

Figure 5: Microscope images of the PP (a) Fresh PP; (b) Sample A and B; 
(c) Sample C.
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Taking diesel and gasoline as examples, Figure 9 illustrates 
the absorption capacity of different doses of each sample at 
different temperatures. For example, the absorption capacity 
of a 20g sample is higher than that of a 40g one at both 10◦C 
and 40◦C.

Figure 10 shows the absorption capacity of different sam-
ples for canola oil, diesel and gasoline at 10oC. For all types of 
oils, sample B had the highest absorption capacity. At 10oC, 
0.2g samples of B could absorb diesel, gasoline and canola 
oil with an AC of 8.45 g/g, 7.8 g/g and 8.3 g/g, respectively. 
Sample A had capacities of 7.1g/g, 5.68g/g and 6.6g/g. The 
absorption capacity of NaOH-treated sample C is less than 
that of other samples.

Absorption capacity for water:
While dried PPs are non-wettable, their pores could still col-

lect water in the process of absorbing oil. Therefore, the AC 
of PP was actually lower than the values in the above tests. To 
see the effect that water had on the oil AC, the AC of water 
was tested. The results showed that within the first 60s, the 
absorption capacity for water was about 0.6g/g and increased 
over time (Figure 11). 

(colored red with beetroot) formed a drop on the surface of 
the dried PP (sample A), while oil was rapidly and completely 
absorbed. For example, at a temperature of 10 °C, a drop of 
canola oil was absorbed in about 2.3 seconds, and diesel and 
gasoline in less than 1 seconds. A drop of water, in compari-
son, will stay on the surface of the PP for up to 9 hours.

(a) Behavior of PP in water; (b) Wettability of oil and water 
on the surface of a sorbent 
This project estimated the WCA using a protractor on a pic-
ture (Figure 7). Since the surfaces were not perfectly flat, the 
angles on each side varied. The two WCAs were 105◦ and 
115◦. Therefore, dried PP could be classified as non-wettable.

Oil water separation:
1 gram of canola oil was put into a beaker containing water 

(colored with beetroot), and then a PP sample of 0.2 grams 
was added to the beaker. The PP completely absorbed the 
oil within 5 seconds. Then, 50 ml of water was mixed with 2 
grams of canola/diesel oil and the mixture was directly dumped 
into funnel B and passed through the cylinder containing 0.4 
grams of sample B. Only water flowed into the effluent tank 
below. The oil and water were completely separated.

The absorption capacity of oil:
Many factors, including time, temperature, dosage, and sam-

ple type, could influence how much oil is absorbed. First, taking 
sample A as an example, the effects of time, temperature, and 
dosage were analyzed. Then, the effect of sample types was 
analyzed by comparing the absorption capacity of samples A, 
B, and C at 10 °C. First, the weights of samples were recorded, 
and then the absorption capacities at different time intervals 
were calculated using the formula (1).

The kinetic curves of all tests were drawn using Excel (Fig-
ure 8). The overall trend was that oil would be rapidly absorbed 
in the first five seconds, with the amount then gradually in-
creasing over time until it reached saturation. The absorption 
capacities (AC) when diesel and gasoline at 40°C were higher 
than when at 10°C, which shows AC increases with tempera-
ture. However, higher temperatures were not conducive to the 
AC for canola oil.   

Figure 6: Wettability of PP.

Figure 7: The contact angle of water on PP.

Figure 8: Temperature effect (canola oil). Little change occurred after 20 
seconds.

Figure 9: The effect of sample amount on the oil absorption capacity of PP.

Figure 10: The absorption capacity of all samples is at 10 oC.
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�   Discussion
The properties of pp and their contributions:
The porous structure and the non-wettable property of PPs 

significantly contribute to their high ACs for oil, which is con-
sistent with our hypothesis. In addition, the various pore sizes 
of PP, especially macro-pores, may significantly enhance that 
capacity.² Also, the main components of PP are pectin, cellu-
lose, hemicellulose, and lignin. Lignin is relatively hydrophobic 
in nature and plays a more important role in oil absorption 
than cellulose and hemicellulose components.¹² The pres-
ence of functional groups on the surface of PP was the main 
adsorption mechanism.⁷ The hydrophobic property of PP pre-
vents most water absorption and improves the efficiency of oil 
absorption because there is no competition between water and 
oil molecules.³

The effects of temperature, dosage, and sample type on 
the absorption capacity:

Many factors, including time, dosage, and sample size, in-
fluenced the absorption capacity of PP. First, unlike diesel and 
gasoline, higher temperatures did not aid in the absorption of 
canola oil. The reason might be that high fluidity reduces ab-
sorption. Since viscosity varies with temperature, the viscosity 
of canola oil decreased dramatically with the increase in tem-
perature. In addition, the absorption capacity of other samples 
could have been better than that of NaOH-modified sam-
ple C. Finally, in trying to remove impurities from the pores, 
NaOH might have ruined the fragile structure. 

Moreover, the phenomenon that sample B had high absorp-
tion capacities did not support the hypothesis. That may be 
attributed to the granular PP's higher surface area to volume 
ratio. This can also explain why sample B’s absorption capacity 
is higher than sample A’s. Thus, it is better to use sample B as 
the absorbent to soak up oil. 

Compared to other types of peel:
In this work, at 10oC, 0.2g of sample A could absorb cano-

la oil, diesel and gasoline with a sorption capacity of 6.6g/g, 
7.1g/g and 5.68g/g, respectively. Comparable to other natural 
materials, the AC of PP is similar to or even higher. For ex-
ample, gasoline’s AC of carbonized rice husks is about 3.7g/g 
at 20oC.² The AC of corn cobs for crude oil is 2.5 g/g; raw or-
ange peel for crude, diesel, and used engine oil is 3-5g/g;⁵ and 
raw banana peels had capacities of 5.31, 6.35, and 6.63 g/g for 
gas oil, 1day, and 7-day weathered crude oil, respectively.⁴ It is 

inferior to some modified materials, such as acetylated banana 
fibers (18.12g/g).¹²

Limitations and further research:
This project had some limitations that may have affected 

the final results. First, hydrophobic does not mean completely 
waterproof. The absorption capacity of PP for oil is likely less 
than the results suggest because PP may absorb a specific (even 
though minimal) amount of water simultaneously. Moreover, 
the high volatility of gasoline will affect the accuracy of the 
measurement. Finally, this project analyzed the oil absorption 
of PP for three oil types and future research could analyze the 
absorption capacity for other types of oil.
�   Conclusion
Oil pollution is a serious issue. As a part of the pomelo that 

usually goes to waste, peels are cheap, abundant, and biode-
gradable. In this work, the morphology, wettability, and oil 
absorption capacity of PP were investigated. The results in-
dicated that PP has a low-density, gradient porous structure. 
Without modification, the contact angle at the water-dried 
PP boundary remained large, indicating a strong hydropho-
bic character. The PP treatment process without chemical 
modification or carbonization reduces unnecessary treatment 
processes, saves energy and does not introduce harmful 
substances to water. Due to its pores structure and surface hy-
drophobicity, PP demonstrated high oil adsorption capacity. 
It could clean up oil spills as an ultra-light sponge or separate 
oil from water as a filter media while also reducing agricul-
tural waste. Therefore, PP can be an attractive candidate for 
nontoxic, energy-saving, eco-friendly, easy-to-operate and ef-
fective bio-sorbent for oil-polluted water. The countries with 
the highest pomelos production volumes are China, Vietnam, 
United States, Mexico, South Africa, and Thailand. This 
method of using pomelo peels to absorb oil pollution can be 
used in many countries.   
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ABSTRACT: Many high school students take accelerated courses, and past research has shown that this can lead to higher 
stress. The Advanced Placement program (AP) is currently one of the most ubiquitous accelerated course programs across the 
United States. To understand how AP enrollment changes over time, this study analyzed AP data reports from 2002-2021 
provided by the College Board. To further understand how AP classes affect students’ academic stress and well-being factors, this 
study surveyed 176 students at a North Central Florida high school. The results show that the AP exams per student exhibited 
a significant increase for high school students in the past two decades, with faster increases in the lower grades (9th and 10th 
graders) and higher expectation students. In addition, the survey indicates that when the average student takes more APs, they 
tend to spend more time on homework, get less sleep, and have higher self-perceived stress. However, students who took one to 
three AP classes generally had the best median mental well-being score. Though the sample distribution may have certain biases, 
these results provide useful information for students and families to develop optimal academic strategies based on students’ study 
habits, stress-coping ability, and expectations.  

KEYWORDS: Behavioral and Social Sciences; Sociology and Social Psychology; Advanced Placement class; mental stress; 
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�   Introduction
High school plays a significant role in the development of 

adolescents, a period of important changes in responsibilities, 
physique, and mental functions.¹ However, high-stress levels 
have long been an issue for high school students. Many fac-
tors, including social, academic, and family reasons, usually 
contribute to this stress. Among these, academic factors are 
among the top reasons for student stress.² As past studies have 
suggested, the impacts of normative stressors, or those that are 
frequent and widespread, like academic’s stress, which is expe-
rienced by many students frequently, profoundly affect mental 
health.³ Consequently, high stress could often lead to harmful 
coping behaviors, a key reason for student stress to be studied. 
Furthermore, student stress is increasing, and the changing ac-
ademic world is a major reason for its rise.⁴ 

Currently, accelerated curricular courses play an important 
role in high school education. Higher enrollments in accel-
erated curricula like International Baccalaureate (IB) and 
Advanced Placement (AP) programs exist for high school 
students than in past decades. The AP program, offered in 
about 70% of public high schools across the U.S.⁵ with over 
4.5 million exams registered in 2021,⁶ is one of the most ubiq-
uitous accelerated course programs in the United States. The 
increased popularity of taking AP courses in high school was 
partly triggered by government support,⁷, ⁸ such as financial 
support, easier accessibility, and higher Grade Point Average 
(GPA) weight. Another critical factor contributing to its pop-
ularity is AP’s potential advantages, such as earning college 
credits, enriched learning opportunities, and increased chances 
to win scholarships.⁹

Indeed,  AP science course participants performed better than 
regular course group participants regarding their end-of-year 
assessment of scientific abilities,⁹ post-secondary education 
grades, graduation rates,¹⁰ and the chance to get accepted to 
universities.¹¹ These advantages have become important rea-
sons for the rapid increase in AP enrollment. However, the 
research found that students in AP classes often experienced 
higher stress levels than students in general classes.¹²,¹³ Since 
AP courses are more challenging than regular courses because 
of their difficulty and workload, students must devote more 
time and effort to them. Students may need help to accomplish 
the demanding academic requirements of AP courses.¹⁴ The 
pressure to perform well in AP exams, or the end-of-course 
exam for each AP course, is another source of stress. Students 
who are high achievers or with higher expectations are espe-
cially prone to such academic stress.¹⁵ Furthermore, students 
are often sleep-deprived due to busy and demanding sched-
ules.¹⁶,¹⁷ 

While most of the previous studies do focus on AP courses’ 
effects on adolescents’ mental health, stress, and ways to cope 
with this stress, they are mainly qualitative, using methods such 
as interviewing students and inquiring if students are taking 
AP rather than how many APs students are taking. As such, 
the current body of knowledge does not provide a quantita-
tive measure of how many AP classes benefit students, cause 
the most stress, or lead to the best mental health. Furthermore, 
there is minimal research on how student stress is changing 
in relation to the changes in AP enrollment. These are im-
portant gaps to cover and are especially valuable information 
to students, teachers, and guardians. With the rapid increase 
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AP courses, there is a need to understand how AP enrollment 
will affect teens’ stress and the tradeoff between academic 
expectations and stress levels. Through the 20 years of data 
provided by the College Board, this study hopes to document 
any changes or trends in AP enrollment and correspond them 
with the changes in the stress of students. With a perspec-
tive from students on how the continued development in AP 
classes has affected students’ stress, mental health, and sleep 
schedule, this study aims to cover the gap of how student stress 
in relation to AP classes is changing and how an equilibrium 
of stress and AP enrollment can be reached.
�   Methods
This study uses quantitative approaches: a trend analysis 

of the College board’s datasets and an analysis of a survey 
conducted at F.W. Buchholz High School, a North Cen-
tral Florida public high school. Besides the histogram of 
SWEMWBS scores in Figure 8, created with Python 3.9, all 
graphs and data analysis were completed with Excel 2016. 
The first section of the method, using statistical analysis, is 
the analysis of datasets composed of yearly reports of AP 
classes published by the College Board.¹⁸ The second part 
consists of surveying 176 public high school students and 
analyzing those responses (Questionnaire, See Appendix A).

College Board Datasets:
The College Board provides annually reported data on the 

AP program from 2002 to 2021.¹⁸ The datasets include four 
categories: annual AP summary reports, annual AP score 
distributions, annual AP exam volume, and yearly AP other 
information and data. This study utilized five statistical infor-
mation from 2002 to 2021, including the yearly total number 
of exams taken, the total number of students, the number of 
AP students in each grade, the number of exams for each 
grade, and the frequency of students taking each number of 
AP exams for each four-year administrative period.

To identify how the AP volume is changing per student, the 
study calculated the average number of AP exams per student, 
the proportion of AP students from each grade, and the 50th, 
75th, 95th, and 99th percentile of students based on number 
of exams they are taking for each 4-year administration period. 

However, the analysis of AP enrollment only gives an idea of 
how students’ academic workloads may be changing. There is 
no direct connection to students’ stress levels, sleep hours, and 
mental well-being. Therefore, this study conducted a survey at 
the school inquiring about students’ AP schedules and various 
stress indicators to better understand the relationship between 
the two variables.

Survey:
Questionnaire Design
The study used a cross-sectional survey administered online 

at one point in time. The questionnaire focused on AP course 
numbers, students’ physical responses to academic stress (e.g., 
self-perceived stress, homework hour, sleep time), and mental 
health. The survey questions were divided into two sections: 
one inquiring about students’ number of APs taken this year 
and their AP enrollment history; and another section on stu-
dents’ self-perceived stress, sleep habits, and homework hours. 
For example, to self-reported general stress levels, students 

answered the prompt “I would consider myself to usually be” 
with one of five categories: very relaxed, somewhat relaxed, 
equal parts relaxed and stressed, somewhat stressed, and very 
stressed. To measure students’ mental well-being, the study 
used the Short Warwick–Edinburgh Mental Wellbeing Scale 
(SWEMWBS), a mental well-being scale created by the War-
wick Medical School. Since longer surveys may discourage 
students from responding to the survey, the 7-question scale 
(SWEMWBS) instead of the 14-question version – WEM-
WBS – was used.¹⁹ Past research shows that the SWEMWBS 
is a valuable scale for educational, developmental, and physio-
logical uses on adolescents' mental well-being.²⁰, ²¹ The scores 
for all of the seven questions on the SWEMWBS, which are 
graded from 1 to 5, are added to attain the final score, which 
ranges from 7 to 35, with higher scores indicating higher men-
tal wellness.

Survey collection 
In January 2023, a school-wide email was sent with an at-

tached Google Forms survey. Participation was sought from 
all students in a public high school in Florida - F.W. Buch-
holz High School. The email included a short explanation of 
the study and a link to participate in the online survey. The 
survey was sent to the email addresses provided by the school, 
ensuring all students had access to this email. Students could 
access the link from their email at any time, and all students 
had access to a computer to fill out the survey, either through 
personal computers or at the school library. The author’s email 
was provided for students in case of any questions about the 
survey. Names were never collected to ensure confidentiality, 
but limiting one response per email was activated. This avoid-
ed duplicate responses from the same student. The surveys 
could only be submitted when all the questions were answered. 
No incentives or inducements for participation were offered to 
students beyond the opportunity to contribute to the current 
body of knowledge. 

Survey analysis
To understand the general background of the survey popula-

tion, univariate analysis was done on students’ AP background, 
SWEMWBS scores, and sleep hours, and corresponding pie 
charts and histograms were made. These graphs helped pro-
vide background analysis of the student survey population, 
allowing for an easier understanding of the correlational anal-
ysis between the number of AP classes and stress variables. 
The stress variables used for analysis were homework hours, 
self-perceived stress, and SWEMWBS score. These vari-
ables were correlated with the number of AP classes students 
took for this 2022-2023 school year. The significance of the 
relationship was based on the value of Pearson’s correlation 
coefficient, calculated by Google Sheets and Excel. Most of 
the scatterplots had very low correlations. They did not lead 
to a significant relationship because of the high variability of 
student scores for all stress variables regardless of AP classes. 
Thus, the stress variables were calculated into medians. The 
median was chosen over the mean because the median is more 
resistant to outliers in the data. Thus, the median homework 
hours, self-perceived stress, and SWEMWBS score were cor-
related with the number of AP classes students took, and the 
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Change of students’ AP exam numbers for four administrative 
periods

To investigate the overall stress level for students during 
high school, this study looked at the AP exam changes for dif-
ferent student groups by dividing them into four groups based 
on the number of AP exams they take in four-year admin-
istered periods. This division clusters the students into four 
groups, representing the different levels of academic pressure, 
defined as pressure experienced by students due to the work 
and expectations of their academics, from high to low (high: 
~95th percentile, middle high: 75-95th percentile, middle low: 
50-75th percentile, and low: ~50th percentile). For instance, 
students in the 75th percentile have taken more AP classes in 
their four-year period than 75% of AP students who are in 
the same four-year period have. All four student groups ex-
hibited a linear increase in AP exam numbers for the past two 
decades. However, students in groups with higher academic 
pressures experienced a faster growth rate than those with 
lower pressures. For example, the AP exams taken by the 95th 
percentile students increased roughly six times faster than the 
50th percentile students. This implies that while most stu-
dents experienced a gradual increase in their AP classes, the 
students with the highest academic expectation experienced 
the fastest increases in AP enrollment, from 8 to 11 and a 
change of 38%. This suggests that students with high ambi-
tions could have more stress, consistent with Blazer’s claims¹⁵ 
that high achievers are more susceptible to academic stress.

AP vs. Stress and mental health based on the survey:
School background and survey result
Buchholz high school is a school located in North Central 

Florida. With a student population of 2,472 for the school 
year 2022-2023, it is the most populated school in the Ala-
chua school district. This school offers 29 AP classes for the 
2022-2023 school year.²³ Buchholz has a 40% AP enrollment 
rate and a 76% AP exam pass rate for the 2022-2023 school 
year.²⁴ Though most classes are available to all grade levels, 
some classes are only available once pre-requisite classes are 
completed, meaning that some of the courses are reserved for 
juniors and seniors. Students can enroll in an AP class by sign-
ing up with a school counselor, who will work with the student 

relationship was documented. A further correlation between 
self-perceived stress was also conducted to determine if stress 
may benefit mental well-being.
�   Results
Changes in AP exam number:
The changing trend of the average AP examination volume 
A significant, strong, and positive linear relationship exists 

between the number of AP exams per student and the year 
from 2002 to 2021 (r = 0.96, f=2.79*10-¹⁰) (Figure 1). Average 
AP exams per student increased from 1.70 in 2002 to 1.80 in 
2021, corresponding to an increase of 2.9% per 10 years. The 
fastest growth occurred in 2010-2015, with a peak in 2018 
and then a decrease afterward, possibly due to the Covid-19 
pandemic. Though this result indicates that the potential ac-
ademic pressure on AP students across the United States may 
be continuously increasing, as the number of AP classes per 
student increases, the increase is only 0.0065 AP exams per 
student each year.

AP course number changes among grades
Figure 2 demonstrates a pronounced shift of AP exam 

takers from higher- to lower-grade students. In 2002, 49.8% 
of the AP exams were taken by the 12th graders, represent-
ing the largest grade groups and followed by 11th graders. 
However, this number gradually decreased to 31.5% in 2021, 
giving the largest grade groups to juniors since 2016. Fur-
thermore, AP exams taken by 9th and 10th exhibited a rapid 
increase, with 0.6% (2002) to 9.1% (2021) for the 9th grad-
ers and 10.1% (2002) to 22.4% (2021) for the 10th graders, 
respectively. This change indicates increasing academic pres-
sure for the younger students; this elevated stress level due to 
accelerated courses, according to Suldo et al.,²² is present for 
students as early as 9th grade.

Figure 1: A scatterplot of the average number of APs per student from 
2002 to 2021.

Figure 2: The proportion of students from each grade taking AP classes for 
each prospective year from 2002 to 2021.

Figure 3: The number of students’ AP exams increased for each 4-year 
administrative period from 2002 - 2005 to 2018 - 2021.
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to confirm the AP class and determine the schedule (such as 
checking if prerequisites are completed).

This survey collected responses until early February 2023, 
receiving 180 responses, around 7.4% of the school population. 
Four responses were removed due to contradicting answers or 
nonsense responses. The distribution of valid responses by 
grade and the number that are taking at least 1 AP class for 
this year is shown in Table 1. 

APs background of respondents
Figure 4a shows the number of AP courses survey partic-

ipants took for the 2022-2023 academic year. Among them, 
21.6% of students participated in two AP courses, accounting 
for the largest proportion, while 28.4% chose to take four or 
more AP courses. Figure 4b shows the grades of the surveyed 
students who participated in the first AP course. More than 
half (59.7%) of the students took their first AP class in 9th 
grade, followed by about 22.7% in 10th grade, indicating once 
again that high school students have been under academ-
ic pressure since the beginning of their freshman year. This 
shows some consistency with the College Board’s data as a 
significant number of students take their first AP in 9th or 
10th grade.

Sleep habits and homework hours
Sleep habits:
Students reported their average sleeping hours per night 

during school days. Overall, most of the students (35.6%) re-
ported a sleeping hour between 7-8 hours, followed by 6-7 
hours (31.1%), greater than 8 hours (19.8%), and less than 6 
hours (13.6%). The results showed that most students' sleep 
time was lower than the health standard recommended by the 
Centers for Disease Control and Prevention (CDC; Teens 
13-18 years old, 8-10 hours of sleep per hour). In addition, ac-
cording to students' reports on bedtime, 35.0% of the students 
said they usually sleep between 11 pm and 12 am, and 29.4% 
said they typically sleep between 12 am and 2 am. Previous 
studies showed that late and short sleep increased the risks of 
diseases.²⁵, ²⁶ The key reasons for going to bed late are home-
work (107 students, 60.5%), entertainment (e.g., games) (73 
students, 41.2%), and social media (60 students, 33.8%), sug-
gesting academic pressures are one of the key drivers affecting 
students' sleep habits.

A one-tailed t-test was conducted at the alpha level of 0.05 
to determine if there was a significant difference in sleep hours 
between students with varying AP classes. This study found a 
significant difference between students who planned to take 
(or have taken if they are seniors) 0 - 12 AP classes and stu-
dents who planned to take 12+ AP classes in their four-year 
high school. The students who planned/took 0-12 AP class-
es had an average of 6.87 hours of sleep per night (n=136, 
sd=1.131), while this number was 6.55 hours for the students 
who planned to take 12+ AP (n=40, sd=1.019). The hours be-
tween the two groups are significantly different, with a p-value 
of 0.048, indicating that significant evidence suggests that stu-
dents who took or planned to take more AP tended to sleep 
less than those who took or planned to take less. 

An individual’s stress experience also depends on their ap-
praisal of their ability to cope with the stressor.³¹ Because 
students who have higher expectations tend to take more AP 
courses, this study classified the students into three groups 
based on the total number of AP during the four adminis-
trative years and examined their mean stress characteristics 
(Table. 2). Groups with an AP number between 4-14 exhibit-
ed the highest stress level, indicated by sleep time, stress level, 
and SWEMWBS scores. Although the difference in values 
between groups was insignificant (P>0.05) for most indicators, 
students with AP courses greater than 14 tended to have low-
er stress levels than those with 4-14 APs, as indicated by the 
SWEMWBS score.

Homework hours:
The time spent on daily homework reported by students 

is distributed from less than 1 hour to more than 5 hours 
after school each school day. The largest proportion of stu-
dents (36.7%) reported 1-2 homework hours per day, followed 
by 0-1 hours (24.9%) and 2-3 hours (19.8%). Many factors 
contributed to the differences in homework hours, including 
students' learning habits, homework efficiency, homework 
difficulty, homework pressure, and after-school activities. Re-
ported homework time on weekends is more scattered than 
the time on the school day, ranging from less than 1 hour to 
more than 10 hours. Most students (24.3%) work 1-2 hours on 
weekends, followed by less than 1 hour by 20.9%.   

The study calculated the total hours per week that students 
spent on academics for the whole week (school day + week-
ends) outside of school. This was done by summing up five 
times the hours spent on a weekday plus the total number of 
hours spent on the weekends. Then, extreme outliers or unex-
pected data points (i.e., >20 hours per day) were removed, and 
the median number of hours spent correlated to the number 
of APs students took for that year. 

Table 1: Participant sample and academic background of AP characteristics.

Figure 4: Pie charts of surveyed student background in AP.

Table 2: Mean survey values in sleep time, stress level, SWEMWBS, and 
homework for different student groups divided by the expected total number 
of AP throughout high school.
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Figure 5 shows that the median number of hours spent 
on homework per week has a strong significant linear pos-
itive relationship (r = 0.857, F-value for the F-test is 0.0137 
when the confidence level is 95%, which is significant as F 
< 0.05) with the number of AP classes taken that year. Stu-
dents taking more AP classes tend to have a higher amount 
of homework to complete, supporting previous findings that 
a high AP course load increases students’ workload and learn-
ing pressure. 

AP vs. self-perceived stress and SWEMWBS
The study classified the evaluation results of students' 

self-reported stress levels into five groups: never, rarely, some-
times, often, and always. In the self-stress level reported by 
students, the group of “often stressed” took the largest propor-
tion (44.6%), followed by the group of “sometimes stressed” 
(28.8%) and “always stressed” (13.6%) (Figure 6). 

Figure 7 shows the relationship between students' median 
perceived stress and the number of AP taken per year. This 
relationship is significant under the F-test (significance F = 
0.00411 < 0.05 at the confidence level of 95%). The perceived 
stress was classified into five categories, with 1 to 5, respec-
tively, representing ‘never stress’ to ‘always stress.’ Perceived 
stress increases as the number of APs increase but levels off 
after about 2 to 3 APs. This indicates that students who take 
more AP classes turn out to have higher stress levels, but only 
sometimes, as the AP number exceeds a certain threshold, in 
line with the findings by Conger et al.⁹

Figure 5: Relationship between median hours spent on homework and 
number of AP classes taken.

Figure 6: The proportion of students’ self-perceived stress level.

It can be seen from Figure 8 that the SWEMWBS scores 
of students conform to the normal distribution, although with 
a slight and insignificant right skewness. The mean score 
is 22.5, and then a score of 22 is the score with the highest 
frequency. Regarding the score for every seven questions in 
SWEMWBS, the question "I've been feeling relaxed" received 
the lowest score of 2.77 on the 0-5 scale. This low score may 
imply the widespread stress status among students, which is 
also reflected in students' self-reported stress status. The sec-
ond lowest score is for the question "I've been feeling useful" 
with an average of 3.028, followed by the score for "I've been 
dealing with problems well" with an average of 3.14. These 
two questions, to some extent, may embody students’ status of 
self-confidence, in which an excess number of AP exams and 
associated pressure can likely increase the chance of students 
losing their self-confidence.²⁸

A correlation analysis was conducted between the number 
of AP courses per year and the SWEMWBS score (the me-
dian for all the AP groups) (Figure 9). There is a non-linear 
relationship between the AP course number and the SWEM-
WBS score, with an optimum AP number of around 2 for the 
highest score. The result of the F-test with a confidence level 
of 95% leads to a significance F of 0.0242, which is signifi-
cant as it is less than the alpha level of 0.05. This result may 
indicate that taking one to three AP courses may benefit stu-
dents’ mental health the most. The median SWEMWBS score 
goes down at both ends when students take fewer or more AP 
courses, suggesting that fewer than one or more than three 
APs could increase student stress. This result may alternatively 
indicate that students with higher median mental health tend 
to choose one to three AP classes per year.

Figure 7: The relationship between the student's median perceived stress 
and the number of AP classes taken yearly.

Figure 8: The distribution of the SWEMWBS scores received in the 
survey.
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To further understand the relationship between stress and 
mental health, this study plotted the SWEMWBS score 
against the students' self-reported stress status in Figure 10. 
The SWEMWBS in the “rarely stressed '' group has the high-
est score, followed by the group reported as never stressed. This 
suggests that an appropriate amount of stress is beneficial and 
can increase students’ mental health, while too much stress is 
detrimental. This follows Selye's theory²⁷ that academic, intel-
lectual, social, and personal challenges are considered a domain 
of eustress, or beneficial stress, for high school youth. However, 
as the stress level increases, the median score of SWEMWBS 
decreases, indicating that while some stress is conducive to 
mental health, excessive stress harms mental health. Eustress 
is also suggested for undergraduates by O’Sullivan’s research.²⁹ 
The SWEMWBS score of students is the most varied, accord-
ing to the IQR, in the distributions of “rarely stressed” and 
“never stressed,” while the distribution of “often stressed” and 
“always stressed” is relatively concentrated. In addition, from 
the median and the distance between the upper and lower four 
digits of each box chart, it can be seen that the distribution of 
the scores of “sometimes stressed” and “often stressed” is rel-
atively symmetrical, while the scores of “never stressed” and 
“always stressed” are skewed right, with more scores concen-
trated in the lower half. Most SWEMWBS scores are between 
15 and 20 for constantly stressed students. This result is unre-
lated to AP classes as all students are included in this graph, 
regardless of their AP enrollments.

Given the fast changes in the number of students' AP ex-
ams in the last 20 years (Figure 1 to Figure 6), student stress 
may have increased, but more research is needed to reach this 

Figure 9: Relationship between the number of AP courses taken by 
students in the 2022-2023 school year and the median value of the 
SWEMWBS score.

Figure 10: The relationship between self-perceived stress and SWEMWBS 
score.

conclusion. If student stress increases among students taking 
AP classes, their mental health may be at risk, but it may also 
be true that stress may be beneficial eustress. However, as the 
demand for university admissions, student expectations, and 
academic pressures increase, it may be beneficial for educators 
and school districts to adjust and design a better academic plan 
for high school education and accelerated curriculums in the 
future.
�   Discussion
The results show that the median self-perceived stress in-

creases as students take more AP classes. This may be due to 
the general trend of increased academic pressure from more 
time doing homework, as shown in Figure 5. This increasing 
amount of academics and homework, the possible subsequent 
lower amount of sleep due to increased time spent on home-
work, and the potential sacrifice of students' other activities 
may be contributors to student stress when the number of AP 
classes taken increases.

The relationship between the number of AP courses stu-
dents take per year and the median value of the SWEMWBS 
score (Figure. 9) suggests an optimum number of AP cours-
es that can benefit mental health to be around 2. The study 
further examined this number by looking at another health 
indicator – sleep hours. The results of the one-tailed t-test of 
sleep hours in the subsection “sleep habits'' could mean that 
besides the higher academic pressures (i.e., homework), stu-
dents with high self-expectations, those who plan to enroll in 
many AP classes, may be working more to receive multiple 
AP credits, thus increasing their workload and leading to a 
habit of sleeping late. This result also supports Foust et al.’s 
conclusion that students who take accelerated classes tend to 
sacrifice sleep.¹⁷

Based on sleep habits, students who planned to take 0 to 
12 APs throughout high school slept more than those who 
planned to take 12+ APs. This equates to an average of 3 APs 
per school year, suggesting students’ sleep can be significant-
ly reduced when their AP classes per year are greater than 3. 
Based on mental health and sleep results, the best number of 
AP classes for the general student is likely 1 to 3 AP classes 
per year. However, there is significant variability for each of 
the stress variables like mental health and sleep hours. This 
means that the number of AP classes each student takes main-
ly depends on their study habits, a prominent factor in student 
stress,³⁰ stress management, sleep habits, etc. For the general 
student, these results suggest that 1 to 3 APs is an optimal 
number per year in relation to stress variables.

The results of Table 2 suggest that students’ coping ability 
also plays a role in how AP classes affect their well-being. This 
coping ability can include better study habits, good manage-
ment of multiple tasks, and stress control strategies. Therefore, 
it is estimated that the optimal number of AP courses may be 
one to three per year for general students to maintain opti-
mal mental status. However, this number could be higher for 
students with higher academic expectations or better stress 
control strategies. 

Another possible interpretation of the results is that the stu-
dents with the best mental well-being and higher median sleep 
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hours tend to select one to three AP classes per year. Further 
research will be needed to identify which is the case.

The research results are preliminary and need to be further 
developed. There are several limitations: 1) Only one school 
participated in the survey. Thus, the survey results may only be 
generalized to other public schools in the United States. Bu-
chholz is also different from the average school in the United 
States as there are 29 AP classes offered, with multiple class-
es having pass rates above the national average. As a result, 
the survey results may not be generalizable to the typical high 
school in the United States. 2) The 176 valid responses re-
ceived constitute only 7.4% of the school’s population. Future 
researchers should expand the study to include more public 
and private high school students. 3) Since the survey was sent 
out through email and students answered voluntarily, the sam-
ple was not random and thus may have an under coverage of 
certain groups. 4) this study adopted a short SWEMWBS 
questionnaire with seven questions to obtain more students' 
participation in the questionnaire. Future research should 
address these limitations and obtain a broad, random sam-
ple using WEMWBS and other metrics, to obtain clearer 
mental health feedback. Furthermore, future research could 
also stratify students based on their scores on AP exams and 
grade point averages (GPA) to see whether students experi-
ence higher stress when they are higher achieving students. 
Obtaining information on how stress has changed for AP stu-
dents could also be a topic of inquiry. Another limitation of 
the study was the factor of one-semester AP classes. Though 
few, semester classes like AP Government, AP Physics C, and 
AP Economics may need to be weighted differently from the 
regular two-semester AP classes. Freshmen’s schedules at Bu-
chholz High School are also slightly more limited than those 
of later graders. For example, math and reading are required 
for freshmen, but no AP classes are available for them at the 
9th-grade level, meaning that the most AP classes freshmen 
can take is around 4 to 5. Thus, the amount of AP classes 
that a freshman can take is slightly fewer than the amount 
of AP classes a senior can. Moreover, in Figure 7, the median 
self-perceived stress no longer increases after two AP classes. 
This may be because the self-perceived stress levels were off 
after two AP classes, or it could be caused by the limitation 
of the 1-5 scale of self-perceived stress used, which did not 
include enough scores to see a significant change after two AP 
classes. To more accurately determine the relationship between 
self-perceived stress and the number of AP classes taken, scales 
like the Perceived Stress Scale (PSS) could be used.

Despite the limitations, the fact that most of the results 
align with previous research suggests that the results are still 
valuable. For example, based on the results of higher academic 
pressure for high achieving students and lower grades, parents, 
and teachers could better identify students who are at increas-
ing risk of stress and when students experience elevated risk 
of stress so that teachers and parents can stop harmful coping 
behavior, such as drug and alcohol abuse. Moreover, students 
can develop a reasonable AP course plan based on their goals, 
expectations, study habits, coping capacity, and other factors. 
Through these implications, the results may provide useful 

information to students and education institutes, such as the 
College Board, to develop an effective and balanced AP strate-
gy by considering students’ academic achievement and mental 
well-being.
�   Conclusion
The AP program has developed rapidly in the past two de-

cades, and the AP course for high school students has become 
increasingly popular. From 2002 to 2021, the AP program 
was quickly promoted and popularized in the United States, 
and the average number of AP exams per student showed an 
increasing trend, with significant increases for 9th and 10th 
graders and faster growth for top percentiles. The results of 
self-perceived stress suggest that pressure on high school stu-
dents is a common phenomenon in high school, which needs 
to be paid enough attention to. The survey indicates that AP 
enrollment is prominent at this North Central Florida public 
high school. Nearly 60% of students chose the first AP course 
in the 9th grade, with College/GPA being the main reason to 
enroll in AP classes. As students take more APs, students tend 
to spend more time on homework, which is also the prima-
ry reason for sleeping less. Students that took two AP classes 
had the best median SWEMWBS mental health, which is 
also consistent with self-perceived stress. This likely means 
that some stress and AP classes benefit students’ well-being. 
Due to the heavy workload, students need to spend a lot of 
homework time to complete. Based on mental health, though 
stress levels increased when students took AP classes, some 
stress was favorable for higher median mental health: students 
who took one to three AP classes had the highest mental 
health.    
�   Acknowledgment
This work was supported by the Advanced Placement (AP) 

Capstone program of the United States. I thank Ms. Diana 
Schuh for her helpful discussion and assistance with the anal-
ysis, which significantly improved the paper. I also thank the 
three anonymous reviewers for carefully reading the manu-
script and for their many insightful comments and suggestions.
�   References

1. Moksnes, U. K., Espnes, G. A., & Haugan, G. Stress, sense of  coh
erence and emotional symptoms in adolescents. Psychology & Heal
th, 2014; 29(1): 32-49. https://doi.org/10.1080/08870446.213.822
868.

2. OECD. PISA 2015 Results (Volume III). Paris, France. 2017.
3. Carter, J. S., Garber, J., Ciesla, J. A., and Cole, D. A. Modeling rela

tions between hassles and internalizing and externalizing sympto 
ms in adolescents: a four-year prospective study. Journal of Abnor
mal Psychology, 2006; 115: 428–442. https://doi. org/10.1037/002
1-843x.115.3.428. 

4. Leonard, N. R., Gwadz, M. V., Ritchie, A., Linick, J. L., Cleland,
C. M., Elliott, L., & Grethel, M. A multi-method exploratory st
udy of stress, coping, and substance use among high school youth
in private schools. Frontiers in Psychology, 2015; 6: 1028. https://
doi.org/10.3389/fpsyg.2015.01028.

5. Anne K. AP’s equity face-plant. Washington Monthly, 8/29/2021. 
Https://washingtonmonthly.com/2021/08/29/aps-equity-face-pl
ant/. (Accessed by April 2023).

6. College board. AP program results: class of 2021. https://reports.
collegeboard.org/ap-program-results/class-of-2021 (Accessed by 
April 2023).

DOI: 10.36838/v6i1.23

ijhighschoolresearch.org



 143 

7. Adelman, C. The toolbox revisited: Paths to degree completion from hi
gh school through college. US Department of Education. 2006.

8. Zinth, J. D. 50-State Comparison: Advanced Placement Policies. Edu
cation Commission of the States. 2016.

9. Conger, D., Kennedy, A. I., Long, M. C., & McGhee, R. The effec 
t of Advanced Placement science on students’ skills, confidence, a
nd stress. Journal of Human Resources, 2021; 56(1): 93-124. Https:
//doi.org/10.3368/jhr.56.1.0118-9298R3. 

10. Ackerman, P. L., Kanfer, R., & Calderwood, C. High school adva 
nced placement and student performance in college: STEM majo 
rs, non-STEM majors, and gender differences. Teachers College Re 
cord, 2013; 115(10): 1-43. Https://doi.org/10.1177/0
16146811311501003. 

11. Gall, M., & Stixrd, W. The 4S’s of adolescent success. Independen
t School, 2008; 67(4): 54-65.

12. Steinberg, J. Many teachers in Advanced Placement voice concern at 
its rapid growth. The New York Times, A16. 2009.

13. Suldo, S. M., Shaunessy-Dedrick, E., Ferron, J., & Dedrick, R. F.
Predictors of success among high school students in advanced pla 
cement and international baccalaureate programs. Gifted Child Qu 
arterly, 2018; 62(4): 350-373. Https://doi.org/10.1177/00169862
18758443. 

14. Taylor, L., Pogrebin, M., & Dodge, M. Advanced placement-adv
anced pressures: Academic dishonesty among elite high school st 
udents. Educational Studies: Journal of the American educational stud 
ies association, 2002; 33(4), 403-421.

15. Blazer, C. Student Stress. Information Capsule. Volume 1006. Res
earch Services, Miami-Dade County Public Schools. 2010.

16. Pope, D. Beyond “Doing School:” From “Stressed-Out” To “Engaged
In Learning.” Canadian Education Association, 2010; 50(1): 5-8. 

17. Foust, R. C., Hertberg-Davis, H., & Callahan, C. M. “Having it
all” at sleep's expense: the forced choice of participants in advance
d placement courses and International Baccalaureate programs. R
oeper Review, 2008; 30(2):121-129. Https://doi.org/10.1080/027
83190801955293. 

18. https://reports.collegeboard.org/ap-program-results/data-archiv
e. 

19. Stewart-Brown, S. & Janmohamed, K. Warwick-Edinburgh me 
ntal well-being scale. NHS Health Scotland. 2008. http://www.m
entalhealthpromotion.net/resources/user-guide.pdf.

20. Hunter, S. C., Houghton, S., & Wood, L. Positive mental well-be
ing in Australian adolescents: Evaluating the Warwick-Edinburg
h mental well-being scale. The Educational and Developmental Psy
chologist, 2015; 32(2), 93-104. Https://doi.org/10.1017/ edp.2015
.12. 

21. Melendez-Torres, G. J., et al. Measurement invariance properties
and external construct validity of the short Warwick-Edinburgh 
mental wellbeing scale in a large national sample of secondary sch
ool students in Wales. Health and Quality of Life Outcomes, 2019;
17: 1-9. Https://doi.org/10.1186/s12955-019-1204-zs. 

22. Suldo, S. M., & Shaunessy-Dedrick, E. Changes in stress and psy 
chological adjustment during the transition to high school among 
freshmen in an accelerated curriculum. Journal of Advanced Acade
mics, 2013; 24(3): 195-218. Http://dx.doi. org/10.1177/1932202X
13496090. 

23. Buchholz High School Data, personal communication. 
24. Explore F.W. Buchholz high school. Niche. (2023, June 27). http

s://www.niche.com/k12/fw-buchholz-high-school-gainesville-
fl/. 

25. Vaccaro, A., Dor, Y. K., Nambara, K., Pollina, E. A., Lin, C., Gree
nberg, M. E., & Rogulja, D. Sleep loss can cause death through ac 
cumulation of reactive oxygen species in the gut.  Cell, 2020;181(6): 
1307-1328. Https://doi.org/10.1016/j.cell.2020.04.049.  

26. Gariépy, G., Doré, I., Whitehead, R. D., & Elgar, F. J. More than 

just sleeping in: a late timing of sleep is associated with health pro 
blems and unhealthy behaviours in adolescents. Sleep medicine,201
9; 56: 66-72. Https://doi.org/10.1016/j.sleep.2018.10.029. 

27. Selye, H. (1974). Stress without distress. New York: Signet. 1974.
28. Suldo, S. M., Shaunessy, E., Thalji, A., Michalowski, J., & Shaffe

r, E. Sources of stress for students in high school college preparato
ry and general education programs: group differences and associat 
ions with adjustment. Adolescence, 2009; 44(176): 925-48.

29. O’Sullivan, G. The relationship between hope, eustress, self-effic
acy, and life satisfaction among undergraduates. Social Indicators R
esearch, 2011; 101: 155-172. Https://doi.org/10.1007/ s11205-01
0-9662-z.   

30. Kadapatti, M. G., & Vijayalaxmi, A. H. M. Stressors of academic 
stress-a study on pre-university students. Indian Journal of Scientif
ic Research, 2012; 3(1): 171-175.

31. Lazarus, R.S., Folkman, S. Stress, appraisal, and coping. New York, 
NY: Springer. 1984.

�   Author
Ruiwen Xiong, a senior at F.W. Buchholz High School in 

Florida, is interested in biology, health sciences, and statis-
tics. He attends math and science clubs and tennis varsity at 
school. Outside school, he is a violinist at Alachua County 
Youth Orchestra.
�   Appendix A

  

   
  DOI: 10.36838/v6i1.23

ijhighschoolresearch.org



 144 

https://docs.google.com/forms/d/1I8rMG5dOjfua0Oc0IVPul-
ryouzN-14548JOA7s30kjg/edit

DOI: 10.36838/v6i1.23

ijhighschoolresearch.org



© 2024 Terra Science and Education 145 

REVIEW ARTICLE

DOI: 10.36838/v6i1.24

Rise of the Internet and Evolution of Startup Style Norms       
Sahil Giria                    
Vidyashilp Academy, Chabaria layout, Bangalore, Karnataka, 560001, INDIA; sahilgiria81@gmail.com  
Mentor: Liinus Hietaniemi     

ABSTRACT: This research paper investigates the transformation of startup-style norms due to the expansion of the internet, 
contrasting these with traditional business norms like etiquette, professional appearance, and punctuality. The paper argues that the 
emergence of the internet fostered a shift towards an inclusive, value-centric, empathetic, and productivity-focused startup culture, 
largely supplanting profit-driven objectives. Silicon Valley, as the epicenter of startup culture and the birthplace of influential 
startups, is analyzed. The paper recounts how business norms evolved from stringent practices in rigid workspaces to more relaxed, 
effective ones after the internet's rise, propelled by pioneering tech entrepreneurs. The key conclusion is that the internet has 
enabled entrepreneurs to access information, connect with diverse audiences, and scale businesses more efficiently, cultivating a 
risk-tolerant, innovative startup culture that prizes rapid prototyping and experimentation over conventional practices. This shift 
has disrupted industries and spawned new markets. The paper is of particular importance for tech startups, tracing the evolution of 
startup-style norms and emphasizing the role of Silicon Valley in sparking this change. It adds to the sociological understanding 
of how technological shifts shape social structures and norms.   

KEYWORDS: Sociology; Silicon Valley; Internet bubble; Style norms; Culture; Startup casual; Primping.  

�   Introduction
This paper delves into the pivotal role of the internet’s ex-

pansion in the evolution of startup-style norms over time. It 
explores how 'style norms' - a term used to describe the ac-
cepted behaviors, practices, and procedures within a business 
environment - have morphed with the rise of the internet. By 
contrasting traditional business norms like etiquette, punctu-
ality, and professional appearance with contemporary startup 
norms, such as value definition, inclusivity, cultural assess-
ment, empathy, and productivity, we understand how the 
business mindset has shifted. The focus has moved from a sole 
profit-centric perspective to a more employee-friendly and 
wellbeing-oriented approach. Silicon Valley, the heart of the 
startup community and the birthplace of numerous successful 
startups, is presented as the locus of this transformation. 

 The paper begins by discussing business norms before the 
internet's rise, characterizing them as stringent and confined 
within rigid workspaces. The arrival of the internet heralded 
a change brought forth by tech-focused entrepreneurs who 
revolutionized business practices, making them less strict and 
more effective. This research aims to decipher why and how 
these business practices changed and identify the key individ-
uals involved in this transition. We conclude that the Internet 
has simplified information access for entrepreneurs, eased con-
nections with potential investors and customers, and facilitated 
business scaling. This has ushered in a fast-paced, innovative, 
and agile startup culture emphasizing risk-taking, experi-
mentation, and rapid prototyping over traditional practices. 
The research contributes significantly to the startup sector, 
particularly tech startups, by providing a clear perspective on 
the evolutionary trajectory of style norms. It also underscores 
Silicon Valley's importance in this transformation, a point of-

ten overlooked as changes are usually attributed to individual 
workspaces. The research offers a valuable contribution to so-
ciology by examining the changing norms within the startup 
ecosystem, shedding light on how technological changes shape 
social structures and norms and, in turn, our behavior and in-
teractions. A qualitative research methodology underpins this 
paper, incorporating evidence-based discussions. The paper's 
qualitative methodology incorporates a discussion substanti-
ated by evidence.
�   Discussion
The center of the startup community:
The rise of the startup community propelled the world of 

business, trade, and commerce. It gave a direct leap into the 
growth of newly founded companies. The startup communi-
ty was the most significant catalyst; for those organizations 
considered the market movers in today's world. A "cowboy 
capitalism" system surfaced in its genesis form.² The center 
of the startup community, as comprehended, is widely famed 
to be Silicon Valley. A region where high technological inno-
vation arose. Silicon Valley was initially coined in 1971 in a 
magazine called 'Electronic News.³ While there is no concise 
data that pins it down to the genesis of Silicon Valley, an astute 
assumption can be made that speaks about how the foundation 
of the Shockley semiconductor, which attracted many compa-
nies to the Valley, made under the partnership agreement of 
William Hewlett and David Packard, fuelled what came to be 
later called the Silicon Valley.⁴ The Santa Clara Valley only be-
came known to the general public after the name changed. The 
rise of the startup community took place with the advent of the 
dot com boom, also called the dot com bubble, in the 1990s. 
Only then was the valley dormant, with little development in 
the startup sector: the only development was in the automobile 
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and electronic industries. Then came the idea of the internet. 
The internet expanded in its use and became the new medi-
um of trade. The internet thus helped establish a totally new 
system of work, conduct, and style norms, all combined with 
changing the business culture.

The era of style norms before the rise of the internet:
Culture is “the whole complex of traditional behavior which 

has been developed by the human race and is successively 
learned by each generation”.⁵ Historically speaking, the style 
norms, particularly the pre-establishment of Silicon Valley in 
the 1950s time period, were extremely strict. The business and 
office norms that had to be followed were rigid. Primarily a 
“business formal” dress code was observed in all companies. In 
addition, there were stern rules that prohibited all casual dress-
ing styles.⁶ Office spaces, too, were constricted and orthodox. 
The open office system prevailed, and cubicles were not yet 
introduced into offices. Furthermore, the spaces were not con-
ducive to any form of expression or creativity. Style norms are 
the norms that have been followed (particularly in the business 
community). Business and its style norms in the 50s, before the 
rise of the internet, were conservative and traditional. Clothing 
was seen as an article used to advocate one's social position. A 
suit was regarded as a garment upon which a person's status, 
character, and ability were determined. It projected the supe-
riority of an individual in any business position.⁷ A suit, tie, 
and vest were all regarded as accessories that elevated a person 
and their character. Therefore, you would always find business-
men and women dressed in the best suits and garments. The 
charismatic quality that a person possessed was regarded as 
gentlemanly. Businessmen and women were highly formal in 
their presentation and conduct. Punctuality was given utmost 
importance, and being present on time was one of the norms. 
Focusing on the appearance aspect of the topic, hair was treat-
ed with paramount care; you would seldom see a strand of hair 
out of place, and nails were always cut and filed to perfection. 

The rise of the internet:
The internet initially came to exist in the early 1960s when 

the cold war began. The United States and the Soviet Union 
were in competition in all elements and were also in a race to 
expand their global influence.¹⁰ It was during this time that 
the Internet started actually to come into play. There were 
rapid advancements in technology and infrastructure to use 
the Internet. Based on common facts, the internet was initially 
just a fad that no one believed would take off. However, some 
entrepreneurs used it to their advantage. During the 1980s, 
the internet was finally commercialized, and a myriad of peo-
ple had email addresses and websites. The internet became a 
global phenomenon, and soon, a host of countries joined in 
the revolution. The exponential growth of the internet led to 
the formation of many internet-based companies.¹¹ This was 
when there was an increased capital investment into the eq-
uity and financial markets, pushing the National Association 
of Securities Dealers Automated Quotations (NASDAQ) to 
reach its highest highs. It was also a phase where many compa-
nies suffixed the ‘.com’ to their names to publish web addresses 
through which their operations could be run. Most of these 
startups were incorporated into Silicon Valley. DeLong and 
Magin (2006) speak about how the dot com bubble was short-
lived.¹² However, the short period of the bubble was enough 
to revolutionize a cultural change that is bound to last for gen-
erations.

 A series of successful companies survived the internet bub-
ble, influencing a generation of culture and style norms. A list 
of a few of the companies that survived the bubble includes 
- Amazon (Nasdaq - AMZN), eBay (Nasdaq - EBAY), Qual-
comm (Nasdaq - QCOM), and Cisco (Nasdaq - CSCO). 
Some other multi-national organizations that were also prev-
alent and in their genesis stage during the bubble include; 

Figure 1: The picture above represents the office space environment in the 
1950s.8

Figure 2: The image above accurately portrays how business people dressed 
in the 1950s before the dot com bubble. 9 
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There are no set rules that dictate how one must dress; thus, 
the startup casual dressing sense was adopted by all businesses, 
let alone startups. In another psychological aspect, entrepre-
neurs adopted startup casual dress because it makes them more 
approachable; employees often find it comforting to redress 
problems with an authoritative figure if they are seen in ca-
sual clothing.¹⁷ Finally, re-iterating a key aspect; how a person 
dresses in the business/startup domain are solely concerned 
with their priorities. Efficiency being the number one goal to-
day amidst alarming competition, enables people to adopt the 
casual way of conducting themselves for maximum output. The 
next section of the literature review discusses how influential 
entrepreneurs can be on their employees/work members to dis-
seminate a new style norm.

Role of Entrepreneurs in Disseminating Norms:
An entrepreneur is a rational decision-maker who assumes 

the risk and provides management for the firm.¹⁹ They are di-
rectly responsible for all activities in a business and spearhead 
decision-making. Entrepreneurs, as leaders of the organiza-
tion, have a unique identity. They carry a particular style that 
they disseminate amongst their employees and, on a larger 
scale, to the entire community linked to them. A successful 
and charismatic entrepreneur is defined by characteristics that 
shape them. These are - a high need for achievement, inde-
pendence, imagination, persistence, competitiveness, and, most 
importantly, risk-taking abilities.²⁰ After the dot com bubble, 
when the internet was rampantly growing, there was a growth 
in the entrepreneurial culture worldwide. Most entrepreneurs 
were college students or individuals relatively younger than the 
average business community. This youthful leadership was pe-
remptory in disseminating the norms: the youth entrepreneurs 
were the ones who capitalized on the dot com bubble and the 
rise of the internet. Their optimism and understanding of the 
exact trends that the newer generation wants is the reason for 
their success. Further, their technological knowledge was a 
boosting factor too. Young entrepreneurs were kept from tra-
ditional business norms and practices that were prevalent at 
the time. They had grown up in an era of social and cultural 
change, where informal and casual styles were becoming more 
prevalent in society. As a result, they were more open to exper-
imenting with new styles and approaches to doing business. 

and Google (Nasdaq - GOOGL) under the parent company 
Alphabet Inc. One thing in common in all these companies 
is that extremely focus-driven and task-efficient entrepreneurs 
started them. They were the “college geeks” who capitalized on 
the emergence of the internet. What initially may have started 
as an idea of a student came to grow as the market movers 
we know them to be. The series of entrepreneurs who were 
a part of the startup stage of the companies contributed to 
the evolution of the style norms that initially persisted in the 
marketplace.

The era of style norms after the rise of the internet:
These style norms started to evolve and drastically changed 

over the next few decades. The way of conducting business 
changed to a more casual mannerism. It evolved into what 
is known as "startup casual."¹³ Startup casual is defined as 
“work attire that is even less formal than business casual ”¹⁴ 
The startup casual does not necessarily pertain to work at-
tire but also to work norms and office working environments. 
The central ideology reflects the office mentality and brings a 
newer modern approach to the company. The startup casual 
ecosystem has been mainly inspired largely by Silicon Valley, 
which saw the rise of nascent technological startups founded 
by young entrepreneurs. The key aspects of startup casual are; 
flexible and more efficient working techniques, changes in the 
landscape of office norms, newer adaptations to clothing and 
appearance, and a newer mentality of conducting business on 
a larger scale. Recently, we have noticed stark differences in 
how a company works. Today, business organizations adapt 
and move forward more relaxed and task efficiently. There has 
been a change in how we think, operate, and conduct ourselves. 
Office spaces that used to be constricted and dull are now open 
spaces with abstract designs that favor coherent working con-
ditions. Progression has also occurred in the way people dress 
to work nowadays. What used to earlier consist of stuffy and 
expensive suits is now replaced with casual wear that embodies 
a contemporary style of dressing. In any startup, you will only 
find Gen - Z with the funkiest dressing styles, new hairstyles, 
comfortable apparel, and a classic pair of headphones.

The goal of any startup is to develop a self-sustaining net-
work of talent and resources that seek to solve issues affecting 
a larger community.¹⁵ What this translates to, in simple terms, 
is the goal of efficiency. Any startup aims to attain maximum 
efficiency, which all new-age entrepreneurs have practiced. For 
example, Mark Zuckerberg, the founder of Facebook, now 
called Meta, is always dressed in a grey t-shirt with denim 
pants. Alternatively, Steve Jobs, who was known to be dressed 
in his classic black turtleneck, all have a similar ideology. They 
perceive ease of attire as a factor that reduces decision fatigue, 
which is - not letting your decision act as a causative factor 
for fatigue apparel leads to more choice, which in turn leads 
to a waste of time and exhaustion.¹⁶ Zuckerburg and Steve 
Jobs, like myriad other entrepreneurs, believe that startup ca-
sual workwear has more to do than just a casual approach; they 
perceive it to be a message of their nature of work. It facilitates 
independent thinking for individuals as they are comfortable 
in their attire.

Figure 3: The image above represents the newer way business is conducted 
and gives insight into the startup casual system.18
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The rise of the internet and social media during this peri-
od enabled young entrepreneurs to connect and share ideas 
more easily. This led to the emergence of a new startup culture 
that was more informal and collaborative, which also extended 
to the way people dressed and presented themselves. Over-
all, young entrepreneurs were able to spearhead the change of 
style norms for startups and businesses in the 1990s and 2000s 
because they were more open to experimentation, more inno-
vative in their approach to business, and more connected with 
each other through technology and social media. As a result, 
they were able to break free from traditional business norms 
and create a new startup culture that was more informal and 
casual, both in terms of work norms and fashion and appear-
ance.

The competition back then was at an all-time high; get-
ting your service or product in the market before someone else 
did was the biggest challenge. During the lift-off stages of a 
startup, an entrepreneur's role is to achieve maximum growth 
potential for their company. Thus, efficiency and efficacy were 
the only goals. It was during this phase that they adopted the 
startup casual. The focus changed from a good impression to 
a qualifiable result. You could now see the entrepreneurs adopt 
casual and comfortable working conditions and employ only 
the most efficient labor forces. Hoodies, t-shirts, denim acces-
sories, and the latest gizmos were all seen in the style norms 
of the entrepreneurs. Considering that the biggest companies 
today originated in Silicon Valley, the culture started to dis-
seminate from here. Entrepreneurs with this casual approach 
spread their way of work to their employees and business part-
ners: the company and workforce they envisioned held good 
in the office. This was only possible because of the influence 
a person in authority (the entrepreneur) has over those work-
ing under them. Seeing the "boss" dress casually and conduct 
themselves casually changed the mindset of all employees who 
later went on to create their own companies sometimes and do 
the same. This is called role model perception, which means 
learning by copying other persons’ actions by observing them 
doing them.²¹ This certainly increased the equitability and in-
clusivity in organizations. Especially in the modern day and 
age, people are free to choose to dress in what they are most 
comfortable in and are allowed to express their personality 
without fearing penalization for it. Modern workspaces and 
startups are promoters of just that. They allow employees to be 
who they are in the most comfortable attire. Another term that 
could be used to describe what caused this evolution is 'primp-
ing.' It means to dress or groom oneself carefully.²² Primping 
and fitting into the crowd to replicate what all others do, is one 
of the other leading causes that affected the evolution of the 
style norms.

Role of the COVID-19 Pandemic in changing office 
norms:

The COVID-19 pandemic, too, has been pivotal in chang-
ing the style norms that persist in the present-day business 
community. The onset of the work-from-home change has 
defined these changing norms. Hybrid work models have be-
come the next best alternative with the ongoing pandemic, 
which has subsided drastically in most nations. However, they 

have been a preferred working model for several employees, as 
they believe it eliminates unnecessary inefficiency and bureau-
cracy in a firm. Style norms got even more relaxed as we saw 
work being done from the comfort of someone’s bedroom or 
lounge. Clothing was also relaxed to the most basic clothing 
any individual would wear at home. As per reports, people in 
India embraced comfort over style in the last few years. Formal 
outfits were totally replaced by athleisure, sandals, and shorts, 
even for business meetings.²³ Similarly, in Italy, many working 
women found solace in knitwear during the pandemic.²⁴

Thus, this gradual shift in style norms has shaped a very in-
dividual-friendly way of work environments and apparel alike. 
Employees today are much more comfortable in their personal 
styles, which goes a long way in boosting the productivity of 
any person and the organization they are employed in. 
�   Conclusion 
In conclusion, this research paper delved into the evolu-

tionary causes of style norms and their progression with the 
advent of the internet. The paper was structured into two 
eras, the pre-internet and post-internet eras, to explore the 
factors contributing to the evolution of style norms. Through 
this analysis, several key factors emerged as influential drivers 
of change. 

Strict and formal style norms in the business community 
characterized the pre-internet era. However, the rise of the 
internet and the emergence of young entrepreneurs during 
the dot com boom brought about a cultural shift. Unencum-
bered by traditional norms, entrepreneurs embraced a more 
casual and innovative approach to conducting business. The 
startup casual style, characterized by relaxed work attire, flex-
ible working techniques, and a modern mentality, became a 
defining feature of the post-internet era. 

The role of entrepreneurs in disseminating these newer 
norms must be considered. Their leadership, characterized 
by risk-taking, independence, and a focus on efficiency, 
influenced their own companies and the broader startup com-
munity. Entrepreneurs acted as role models, shaping their 
employees’ and partners’ mindsets and style norms.

Additionally, the COVID-19 pandemic further accelerat-
ed the transformation of office norms. The shift to remote 
work and hybrid models allowed for even more relaxed style 
norms, emphasizing comfort and individual expression. This 
change in work dynamics and attire reflected the growing im-
portance of employee well-being and productivity. 

Looking ahead, the future of business style norms remains 
uncertain. The possibility of an artificial intelligence take-
over or the emergence of digital style norms raises intriguing 
questions about the evolving nature of work and fashion. Ex-
ploring these potential developments and their implications 
will continue to be an interesting and fascinating area of re-
search.

 In conclusion, understanding the evolutionary causes 
of style norms in the startup community provides valuable 
insights for entrepreneurs, organizations, and the broader 
business landscape. By recognizing the influential factors and 
staying attuned to changing trends, businesses can adapt and 
foster a dynamic and inclusive work environment. The 
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ongoing evolution of style norms reflects the ever-changing 
dynamics of technology, culture, and societal values, shaping 
the future of work in remarkable ways.   
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ABSTRACT: Research on the impact of discrete emotions on risk preference has revealed the importance of studying these 
emotions in different risk-taking domains, such as financial risk-taking, recreational risk-taking, social risk-taking, health risk-
taking, and ethical risk-taking. This study investigates the effects of the understudied emotion of pride on financial and social risk 
preference for oneself and the impact of pride on surrogate decisions in the financial and social domains. Two experimental studies 
examined whether pride would increase financial risk preference for oneself, increase social risk preference for oneself, increase 
social other-interested risk preference, and decrease financial other-interested risk preference. A one-way ANOVA revealed 
that pride increased risk preference in all four domains. In addition, two mediating variables, prosociality, and locus of control, 
were investigated for causation to understand this phenomenon further. Prosociality partially mediates the results for social self-
interested risk preference and financial other-interested risk preference. 

In contrast, locus of control did not mediate any of the relationships. This suggests that prosocial emotions may have unique 
effects on risk preference that should be further explored. In addition, this study has practical implications for understanding how 
individuals make risky decisions when in a prideful state, such as investing in the stock market.

KEYWORDS: Behavioral and Social Sciences; Sociology and Social Psychology; Risk Preference; Discrete Emotions; Pride.  

�   Introduction
In recent years, researchers have increasingly recognized that 

discrete emotions- a set of universally recognized distinct emo-
tional states- play a large role in influencing risk preference; 
one might even go so far as to say it is the death of the homo 
economicus. In the traditional economic sense, risk preference 
is considered a stable trait that refers to an individual’s propen-
sity to take risks based on the uncertainty of relevant outcomes, 
which widely impacts human decision-making. Nevertheless, 
recent research on the effect of violence, financial shocks, 
emotions, and life events such as parenthood on risk behavior 
indicates that risk preference is at least partially determinis-
tic.¹-⁴

With the seminal paper of Smith and Ellsworth proposing 
an appraisal model of emotion, research on the role of emo-
tions has expanded beyond considerations of their emotional 
valence to the effect of other cognitive dimensions, such as 
perceptions of control and certainty.⁵ The appraisal tenden-
cy framework builds upon this stream of research, suggesting 
that emotions affect risky judgments through situational vs. 
self vs. other control, where emotions that lead to higher per-
ceptions of self-control result in increased risk tolerance.⁶ For 
example, emotions linked to higher internal control (locus of 
control), such as guilt, have positively influenced risk prefer-
ence.⁷ In multiple studies, emotions like happiness and anger, 
characterized as high-control emotions, have been associated 
with increased risk preference.⁴,⁸ Conversely, fear, a low-control 
emotion, has been linked to lower levels of risk preference.⁸

However, the effect of these emotions is more nuanced than 
a simple “increase” or “decrease” in general risk preference- one 
must also consider domain-specific risk preferences. Emotions 
fundamentally serve as responses to help individuals deal with 
the events that triggered them.⁹ Thus, specific emotions are 
associated with actions intended to address the situations that 
elicited those emotions. For instance, anger is associated with a 
defensive response when feeling threatened,¹⁰ while happiness 
is frequently associated with the desire to broaden one’s expe-
riences and play.¹¹ Consequently, different emotions may lead 
to different domain-specific risk preferences. For example, an 
angry person may be more willing to take ethical risks,¹² while 
a happy person may be more inclined to take recreational risks 
(e.g., mountain climbing).¹³

One emotion that has been especially understudied regard-
ing risk preference, even in a general (not domain-specific) 
context, is the emotion of pride. As conceptualized in this 
study, pride refers to a high locus of control, positive emotion 
typically stemming from a sense of accomplishment. Despite 
new research suggesting that pride may be one of our primal 
emotions,¹⁴ has received less attention than other emotions as-
sociated with a high locus of control. Pride is unique in that it 
stems from a sense of accomplishment, motivates individuals 
to act to improve their status in a hierarchy, and is linked to 
prosocial behavior. As I discuss in the literature review, these 
distinctive appraisals and characteristics of pride may signifi-
cantly influence risk preferences in the financial and social 
domain.⁵ Therefore, the primary aim of this study is to deter-
mine the impact of pride in these domains and whether this 
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effect may be mediated through the locus of control and pro-
sociality.

Since emotions impact real-life risky decision-making, this 
study has practical implications in people’s daily lives. Situa-
tions involving feelings of pride and risky decisions can carry 
significant weight, such as when a health campaign aims to use 
high-control emotions such as pride or guilt to convince their 
audience to take specific actions.¹⁵,¹⁶ Economists have long 
since been interested in what makes investors more risk-tak-
ing, and the impact of emotional states is a crucial part of 
understanding investor decisions.³ Moreover, domain-specific 
risk preference predicts human behavior more accurately than 
general risk preference. Understanding the factors influencing 
an individual’s monetary and interpersonal decisions is key to 
understanding human risk.¹⁷

Literature review:
Considering the different responses different emotions 

elicit, emotions that may appear similar at first glance can 
be quite distinct, such as pride and happiness. Pride is both 
a high locus of control and positive emotion. However, it is 
linked to higher levels of internal control than happiness.⁵ Un-
like happiness, pride is primarily based on achievement, and 
it motivates one to accomplish goals that increase one’s posi-
tion in a hierarchy.¹⁸ Indeed, pride has been found to lead to 
greater perseverance even in tasks with negative initial costs.¹⁹ 
Moreover, pride has been linked to actions associated with an 
upwards change in a given hierarchical structure. For exam-
ple, in a study that looked at how proud vs. happy participants 
responded to loyalty programs utilized by firms to encourage 
repeat purchases, only pride differentially increased repurchase 
intentions in customer tier programs (programs that rank cus-
tomers into different tiers).²⁰ Interestingly, the desire for more 
power is linked to taking more extreme risks, which carries 
implications for the domains in which pride may lead to more 
risk-taking, such as financial risks.²¹ Both monetary gains and 
social status are often viewed as markers for where one is in 
a hierarchy, suggesting that through a high locus of control, 
emotional pride will increase willingness to take risks to ob-
tain these hierarchy markers.²² Therefore, it is hypothesized 
that pride will increase both financial risk preference (H1) and 
social risk preference for oneself (H2).

A mediating variable, prosociality, is explored to investigate 
further the effect between pride and social and financial risk 
preference. Prosociality is a broad construct encompassing 
behaviors and propensities characterized by the intention of 
benefiting others. For example, one study found that organi-
zational leaders who experienced pride were likelier to engage 
in prosocial behaviors through social justice and altruism.²³ 
Others have found that authentic pride from confidence and 
accomplishment signal prosociality.²⁴,²⁵ In The Nature of 
Pride, J.L. Tracy states that “pride in one’s successes and re-
lationships…[can] promote future positive behaviors in the 
achievement domain and to contribute to further prosocial 
investments such as relationship maintenance and altruism.”²⁶ 
From a theoretical perspective, this may affect risk-taking 
because prosociality often stems from higher perceptions of 
self-efficacy (an individual’s belief in their capacity to achieve a 

specific goal).²⁷,²⁸ As previously discussed, more robust levels 
of internal control, which seems to have a positive relationship 
with self-efficacy, are associated with higher risk tolerance. 
Indeed, one study demonstrated that when young preschool 
children were given more agency (when they could choose be-
tween a selfish option or a kind one), they were more likely to 
engage in prosocial behaviors in the long run than if forced to 
choose the kind option.²⁹ This implies that prosociality stems 
from a sense of control and higher risk tolerance.

Additionally, people evaluate prosocial initiatives more op-
timistically,³⁰ and optimism have been linked to increased risk 
preference.³¹ Optimism is also linked to increased wishful 
thinking, a possible proxy for risk perception.³²,³³ It is thus 
hypothesized that prosociality may mediate the relationship 
between pride and both financial and social risk preferences 
for oneself (H5).

The question arises about how one makes decisions for 
others when in a prosocial state. According to the social val-
ues theory, participants make riskier decisions for others in 
domains where risk-taking is valued and make fewer risky 
decisions in situations where risk-taking is not socially val-
ued.³⁴ This suggests that prosocial individuals are more likely 
to follow socially-valued risk-taking behaviors when making 
decisions for others. For example, in a meta-analysis conduct-
ed by Batteaux et al., the researchers found that decisions in 
the interpersonal (social) domain were more risk-averse for 
oneself than others but that decisions in the medical domain 
were more risk-seeking than for others. This is consistent 
with the notion that when making surrogate decisions (oth-
er-interested risk preference), people are more likely to follow 
socially prescribed norms because medical risk-taking is less 
socially accepted than interpersonal/social risk-taking.³⁵ In 
the financial domain, research has found that financial pro-
fessionals tend to be less prosocial and more risk-taking,³⁶ and 
with limited accountability, surrogate financial decisions tend 
to involve increased risk preference.³⁷ As such, it is predicted 
that pride (a prosocial emotion) will decrease other-interested 
financial risk preference (H3) but increase other-interested so-
cial risk preference (H4) since interpersonal risk preference is 
socially valued. Still, financial risk on behalf of others is not, as 
per social values theory.

The hypotheses investigated to explore the relationship be-
tween pride and risk preference are as follows:

H1: Pride increases financial risk preference for oneself.
H2: Pride increases social risk preference for oneself.
H3: Pride decreases financial other-interested risk prefer-

ence.
H4: Pride increases social other-interested risk preference.
H5: Prosociality mediates the effect of pride on risk pref-

erences.
H6: Locus of control mediates the effect of pride on risk 

preferences.
�   Methods 
To examine whether pride was linked to increased risk 

preference, a pride condition survey and a neutral condition 
survey were distributed on Amazon Mechanical Turk to a 
random sample of predominantly middle-aged participants 
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Domain-Specific Risk-Taking Scale (DOSPERT):
The Domain-Specific Risk-Taking Scale is a self-report 

scale that measures risk-taking across five different domains: 
ethical, financial, health and safety, recreational, and social 
(from which three domain-specific representative items were 
chosen).⁴² Research has found relatively high internal consis-
tency for the financial risk preference questions (Cronbach’s α= 
0.76-0.80) and adequate internal consistency for the social risk 
preference questions (Cronbach’s α= 0.66-0.70).⁴²

The Prosociality Scale:
The Prosociality Scale was adapted from Caprara et al.⁴³ to 

measure an individual’s tendency to engage in prosocial behav-
ior and empathetic reactions. Prior research has supported the 
construct validity of this scale, with prosociality scores match-
ing expected correlations for agreeableness and empathetic 
self-efficacy. In the most recent sample using this scale, the 
Cronbach alpha for the entire scale was 0.94.⁴³
�   Results and Discussion
One-Way ANOVA:
A one-way ANOVA (Analysis of Variances) was conduct-

ed to determine whether increased pride resulted in increased 
risk preference for self-interested financial decisions (hereafter 
financial-self ) and self-interested social decisions (hereafter 
social-self ). As both ANOVA and t-tests yield equivalent re-
sults when there are two conditions, ANOVA was chosen as 
a framework for future studies that may compare the effect 
of multiple emotional states on risk preference. The ANOVA 
revealed that pride was associated with higher risk preferences. 
There was a statistically significant difference in financial-self, 
F(1, 141)=9.179, p=0.003, as well as in social-self, F(1, 141)= 
6.260, p=0.013. Consistent with what was hypothesized, pride 
was linked to an increased risk preference for self-interested 
decisions. The means of these groups are presented in Table 1. 
As discussed in the literature review section, positive valence, 
high locus of control, and prosociality are the probable causes 
of these observed differences. The mediation analysis section 
discusses the effects of prosociality and locus of control.

In addition, a one-way ANOVA was also conducted to 
determine the effects of pride on surrogate risky decision-mak-
ing. As was hypothesized, there was a statistically significant 
difference in social risk-taking for others (hereafter social-oth-
er); F(1,141)= 10.609, p=.001 between the pride and neutral 
condition. The results (pride increased social-other risk pref-
erence) in this domain are consistent with social values theory 
because taking risks in the interpersonal (social) domain is so-
cially valued. This also points to the role of prosociality, which 
is discussed in the mediation analysis section. Unexpectedly, 
the effect of pride on financial other-interested risk prefer-
ence (hereafter financial-other) was significant in the opposite 
direction than was hypothesized, F(1,141)=9.210, p=.003. Ac-
cording to social values theory and the relationship between 

aged 19 to 71+. About half of the participants in both condi-
tions identified themselves as female and half as male. Initially, 
there were 100 participants in each group. Still, to ensure that 
participants in the pride condition were truly prideful and 
participants in the neutral condition were genuinely neutral, 
only those who scored five or above in the manipulation check 
question (“How prideful are you feeling right now, on a scale 
of 1-10?”) were kept for the pride condition. Likewise, only 
those who scored five or below were held for the neutral con-
dition. The final sample size was 66 in the neutral condition 
and 77 in the pride condition. 

Procedure:
The surveys were distributed on Amazon Mechanical Turk, 

and participants were told that they were participating in a 
study regarding how various factors influence decision-making. 
In this experimental design, there was one pride condition and 
one neutral condition. First, participants in the pride condition 
were primed by a question that asked them to “Please think 
about and list three to five things that make you most proud,” 
followed by another question that asked them to “Please de-
scribe in detail one situation that makes, or has made you feel 
most proud.” Next, participants were asked to list three to five 
things in their typical day in the neutral condition. The manip-
ulation check question, which asked how prideful participants 
were feeling on a Likert scale, was used to verify the success of 
the manipulation of the two conditions, but this confirmation 
measure was not used for subsequent analysis. 

Participants were then asked the General Risk Question 
(GRQ),¹⁷ which states, “Are you generally a person who is 
willing to take risks or do you try to avoid taking risks” on 
a scale of 0-10. This same question was also repeated, except 
“risks” was replaced with “financial risks” and “social risks,” re-
spectively (GRQ-financial and GRQ-social). The GRQ is a 
reliable predictor of risky behavior based on paid lottery ex-
periments.¹⁷

As part of some exploratory data, a general trust question 
asked, “Generally speaking, would you say that most people 
can be trusted?”.³⁸ The Prosociality Scale and Rotter’s Locus 
of Control Scales scales were adapted to measure prosociality 
and locus of control.³⁹,⁴⁰ 

After that, participants were asked domain-specific ques-
tions. The Domain-Specific Risk-Taking Scale (DOSPERT) 
was adapted to measure social and financial risk preference.¹⁷ 
Finally, participants were asked age and gender demographic 
questions.

Scales:
Rotter’s Locus of Control (LCS):
The LCS was adapted to measure an individual’s internal and 

external control.⁴¹ A higher internal locus of control indicates 
that an individual feels they can influence the events in their 
life. Previous research demonstrates satisfactory test-retest re-
liability (rtt= .71) for internal locus of control. Considering the 
small number of items and broad construct, the internal con-
sistency estimates are also satisfactory for research because the 
broad constructs come at the expense of internal consistency 
(McDonald’s ω=0.63).⁴¹ 

Table 1: Means for financial and social risk preferences (r.p.).
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pride and prosociality, one would expect financial surrogate 
risk-taking to decrease with increased pride. However, the 
positive effect of pride on financial-other suggests that some 
other mediating factor explains the impact, especially since the 
ANOVA revealed a significant positive relationship between 
pride and prosociality F(1, 141)=4.605, p=0.034). 

Aside from the scenario-based questions taken from the 
DOSPERT scale analyzed above, I also asked the GRQ, 
GRQ-financial, GRQ-social, and trust questions (described in 
the procedure) as an additional measure of self-reported risk 
preference in groups. Pride was related to significant differ-
ences for the GRQ [F(1, 141)=6.737, p=.010], GRQ-financial 
[F(1, 141)=8.241, p=.005], and GRQ-social [F(1, 141)=3.981, 
p=.048]. These results are expected because participants an-
swered similarly about specific risky behaviors. While the trust 
question was not statistically significant, there was directional 
support in favor of pride increasing trust and, therefore, risk 
preference [F(1, 141)=3.204, p=.076]. One could consider 
trusting a proxy for social risk preference because of previous 
research on how risk preference negatively affects trust and 
how trust can mediate one’s willingness to join a sharing com-
munity.⁴⁴,⁴⁵ Not only would this be consistent with predictions 
made about pride and social risk preferences, but this could 
be an interesting avenue for future research. For example, re-
searchers could study how emotion affects the social domain 
by exploiting questions about trust from pre-existing data. The 
means for GRQ, GRQ-financial, GRQ-social, and trust are 
shown in Table 2.

Mediation Analysis:
To test whether the predictive effect of pride on financial-self, 

financial-other, social-self, and social-other is mediated by 
prosociality and locus of control, I utilize an SPSS macro de-
veloped by Andrew Hayes, Model 4.⁴⁶ The results show that 
there is a positive total effect (Figure 1) between pride and 
financial-self (b= 0.467, SE= 0.157, p= 0.003). Analyzing the 
mediating effects (Figure 2), the results reveal that condition 
(pride/neutral) significantly affects prosociality (b=0.2439, 
SE=0.1136, p = 0.0336), but that prosociality does not, in 
turn, significantly affect financial-self (b=-0.0856, SE=0.1203, 
p=0.4779). Similarly, while pride significantly affects the lo-
cus of control (b=0.2576, SE=0.1091, p=0.0196), the locus of 
control does not significantly affect financial-self (b=0.1502, 
SE=0.1253, p=0.2372). Therefore, neither of the mediating 
variables appears to mediate this relationship. It appears that 
path c’ (direct effect; the effect of IV on DV with mediating 
variables in the model) has a positive, significant impact on 
risk preference (b=0.4584, SE=0.1619, p=0.0053) but is less 
significant than path c (total effect; the effect of IV on DV 
without mediating variables in the model), indicating a par-
tial mediation. Surprisingly, locus of control does not appear 
to affect risk preference even though it is higher in the pride 

condition. This suggests that pride has specific characteristics 
and unique appraisals that differentiate it from other emotions 
showing increased risk preference through the increased locus 
of control. 

Moreover, the beta coefficient for path b was negative 
(non-significant), indicating that prosociality might have a 
negative effect on risk preference for financial-self. While this 
result was expected for financial risk preference for others, this 
negative direction for financial-self was unexpected. It may in-
dicate that pride leads to making more socially valued risky 
decisions for oneself and others. This would have large impli-
cations for how prosociality affects risk preference, but further 
research would be necessary to understand this relationship.

Furthermore, I test whether prosociality and locus of con-
trol mediate the effect of pride on financial-other. The total 
impact (path c) is positive and significant (Figure 3) between 
pride and financial-other (b=0.392, SE=0.129, p=.003). As to 
the mediating effects (Figure 4), the pride condition signifi-
cantly affects prosociality (b=0.2439, SE=0.1136, p=.0336) 
which in turn significantly affects financial-other (b=-0.1967, 
SE=0.0978, p=.0484). Interestingly, prosociality has a signif-
icant, negative effect on financial-other risk preference (as 
was hypothesized) even though the total effect was positive. 
This result lends credence to the argument that prosociality 
causes individuals to subscribe to social values theory as fi-
nancial-other is not socially-valued. However, the locus of 
control did not significantly affect financial-other (b=0.1220, 
SE=0.1019, p=.2332), even though pride significantly affected 
the locus of control (b=0.2576, SE=1091, p=.0196). Again, this 
suggests that other specific characteristics of pride likely drive 
the effect of pride on risk preference. The significance of the 
direct path suggests a partial mediation (b=0.4078, SE-0.1316, 
p=.0024). 

Table 2: Means for GRQ, GRQ-fin, GRQ-social, and trust (* significant to 
p<0.05).

Figure 1: Total effects of pride on financial-self.

Figure 2: Mediation model for pride and financial-self.
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I also consider whether prosociality and locus of control 
mediate the effect of pride on the social-self. Path c is posi-
tive and significant (Figure 5) between pride and social-self 
(b=0.413, SE=0.161, p=0.013). Prosociality appears to me-
diate this relationship (Figure 6) because pride significantly 
affects prosociality (b=0.2439, SE=0.1136, p=0.03), and pro-
sociality significantly affects social-self (b=0.3100, SE=0.1206, 
p=.0112). This supports the idea that prosociality positive-
ly affects risk preference in specific domains based on high 
self-efficacy and optimism characteristics. Moreover, social val-
ues theory could also drive this effect when making decisions 
for oneself, which the results for financial-self also suggest. 
However, further research is necessary to determine the re-
lationship between prosociality and social values theory and 
how prosociality affects risk preference in specific domains. As 
with the financial-self and financial-other, the locus of control 
did not mediate the relationship (Figure 6) because the locus 
of control did not significantly affect social-self (b=0.2576, 
SE=0.1091, p=0.02) even though pride did significantly affect 
locus of control (b=0.0724, SE=0.1256, p=0.5652). Moreover, 
path c’ (b=0.3091, SE=0.1623, p=0.0589) is less significant 
than path c, consistent with mediation.

Testing whether the effect of pride on social-other is me-
diated by prosociality and locus of control, I find that pride 
positively and significantly affects prosociality (b=0.2439, 
SE=0.1136, p=0.0336) and that the effect of prosociality on 
social-other is marginally significant (b=0.2288, SE=0.1225, 
p=0.0638). Thus, there is strong directional support for the ef-
fect of prosociality on social-other, as expected based on the 
social-values theory. In both “other-interested” domains, pro-
sociality acts as either a significant or marginally significant 
mediator, demonstrating a link between prosociality and oth-
er-interested risk preference. Locus of control was not found 
to significantly affect social other (b=0.1849, SE=0.1276, 
p=0.1495), even though pride positively, significantly affected 
locus of control (b=0.2576, SE=0.1091, p=0.0196). The total 
effect (b=0.532, SE=0.163, p=.001) was, as would be expect-
ed, positively significant (Figure 7). However, since the direct 
effect is also positively significant (b=0.4288, SE=0.1648, 
p=.0104), this suggests partial mediation through other factors 
not considered since neither prosociality nor locus of control 
significantly mediated the relationship. The mediation model 
between pride and social-other is shown in Figure 8. 

�   Conclusion 
Pride appears to have a significantly positive impact on risk 

preference for all four domains (as was hypothesized except 
for financial-other): financial-self, financial-other, social-self, 
and social-other. This supports previous research suggesting 
that pride has differentiated effects from other emotions and 
has distinct appraisals and dimensions. In addition, pride 
was also mediated by prosociality for financial-other and 
social-self, and prosociality was a marginally significant me-
diator between pride and social-other. Prosociality is a unique 
dimension that impacts risk preference. It may have effects 
outside the scope of social values theory because it was found 
to affect the social-self domain. Therefore, the distinct di-
mensions of pride appear to be more nuanced than previously 
suggested.

 

Figure 3: Total effects of pride on financial other.

Figure 4: Mediation model for pride and financial-other.

Figure 5: Total effects of pride on social-self.

Figure 6: Mediation for pride on social-self.

Figure 7: Total effects of pride on social-other.

Figure 8: Mediation for pride on social-other.
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Further exploration of the relationship between pride and 
prosociality would be necessary to understand this effect bet-
ter. Future research may center on the prosocial component 
of emotions and, through the use of a longitudinal study, ex-
amine whether certain emotions have a stable and positive 
correlation with prosocial behavior over time or if they show 
fluctuations in prosocial tendencies. This, in turn, can help re-
searchers better understand the nuanced effect of emotions of 
risk preference in different domains. It allows for exploration 
based on relevant prosocial considerations applicable to each 
domain.  In this study, prosociality affected financial-other 
risk preference negatively, as was expected, even though the 
total results of pride on financial-other was positive. Sur-
prisingly, locus of control did not mediate the relationship 
between pride and risk preference in any of these domains. 
However, pride did increase locus of control significantly in 
all domains, indicating that the effects of internal control on 
risk preference may be emotion-specific or have differentiat-
ed effects based on hitherto unstudied factors. A summary of 
these effects is provided in Table 3.  

Considering the large role specific emotions play in finan-
cial decisions and interpersonal relationships, understanding 
the role of emotions like pride is essential to understanding 
human decision-making.⁴⁷ Different emotions have distinct 
traits that help people reach specific goals, whether to defend, 
engage in play, etc. In some cases, emotions hinder rather 
than help an individual reach a specific goal, particularly re-
garding pathological risk-taking. The quintessential example 
of this is gambling, and subsequent studies may research the 
relationship, if any, between pride and gambling to better un-
derstand this phenomenon. Indeed, while many studies have 
examined the relationship between gambling and lack of 
emotional regulation,⁴⁸ few have studied the impact of specif-
ic, discrete emotions. Other areas for further research include 
the particular characteristics of understudied emotions, such 
as pride and compassion; an understanding of these emotions 
is necessary if we wish to understand which traits associated 

Table 3: Support for hypotheses.

with particular emotions motivate individuals to behave in 
specific ways.  
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ABSTRACT: This study aimed to analyze the effect of different atmospheric conditions on the voltage output of a solar 
panel. The temperature, humidity, amount of dust, and light intensity were varied by using a heat fan, hair drier, humidifier, flour, 
and incense and by changing the height of the light bulb. Statistical analysis was done using linear regression and Pearson’s 
correlation. Several machine learning methods were conducted for higher accuracy using Python. The linear regression produced 
an equation of the voltage output as a function of the amount of dust, humidity, temperature, and light intensity: Voltage=2.801-
0.105xDust+0.746xLight-0.207xHumidity+0.335xTemperature (R²=0.78, P<0.001) However, machine learning showed better 
performance than logistic regression. The Random Forest algorithm outputted the lowest RMSE (0.02196) and MAE score 
(0.0240), proving it is the best predictive model. The light intensity was the most important factor in determining the voltage 
output and temperature, humidity, and dust in descending order. This study suggests the possibility of predicting solar power 
voltage at various atmospheric conditions through a machine learning model, especially random forest. Further investigation to 
validate this model in real fields will be needed.

KEYWORDS: Energy: Physical; Solar; Voltage; Machine learning; Prediction.  

�   Introduction
Solar energy is widely used as a new technology to reduce 

greenhouse gas emissions, mitigate climate change, and reduce 
the negative impacts of global warming.¹ With the increasing 
interest in solar power, it is a challenge to use its full potential.² 
Solar panels are usually rated based on their maximum pow-
er output under standard test conditions. However, the power 
output of solar panels highly depends on environmental sit-
uations; energy losses result from soil, snow, dust, and other 
contaminants that block the sun's irradiance by covering the 
photovoltaic (PV) panel's interface.³ Accurate voltage predic-
tions contribute to better estimations of the energy yield of a 
solar power system in the real world. 

The amount of power a solar panel can produce is directly 
proportional to the amount of light on it. As the intensity of 
light increases, so does the solar panel's power output up to a 
certain threshold.⁴ This relationship is not necessarily linear, 
and the efficiency of a solar panel may decrease at very high 
levels of irradiance due to the effects of temperature.⁵ 

Factors such as temperature, humidity, and shading can also 
affect the performance of solar panels and may reduce their 
efficiency. An experiment investigated a photovoltaic module's 
performance under high temperature and humidity conditions. 
When humidity increases by 50%, the power output decrease 
by 34%.⁶ Under partially shadowed conditions, the PV sys-
tem suffers from a nonlinearity problem between voltage and 
current. The loss of power might range from 10-70%.⁷ The 
PV performance parameters were computed by measuring its 
output voltage and current, the amount of solar radiation in-

cident on the panel’s surface, and its surface temperature by 
varying humidity levels.⁸ Using multiple regression analysis, 
solar power generation is affected in the order of sun altitude 
angle, temperature, humidity, and fine dust.⁹ 

There are two types of dust shading on the PV unit. Hard 
shading exists as solids accumulate on the panel's surface and 
obstruct sun irradiance in a transparent and definable way. Soft 
shading is caused by particles in the air, such as smog or dust, 
that decrease the solar cells' total power by decreasing solar 
irradiance.¹⁰ While various experiments on the effects of hard 
shading were conducted, few experiments were conducted 
concerning soft shading. Shading on a solar panel can cause 
a reduction in transmission of up to 17%, with the degree of 
reduction depending on the type of solar cell material used.¹¹ 
The impact of a 5-day Saharan dust outbreak on solar power 
was quantified to 40–50% for PV. The daily impact of atmo-
spheric aerosols on a PV module was 14 % during clear-sky 
days and up to 48 % during a dust outbreak.¹² Careful consid-
eration about designing and operating PV systems in regions 
with frequent dust outbreaks can be needed. The results of the 
indoor experiments reveal a linear relationship between the 
dust density and the normalized PV power, with a drop of 1.7% 
per g/m². Periodic cleaning of PV modules may be necessary to 
maintain their performance in dusty environments.¹³ 

Multiple studies analyzed the effects of various factors on 
solar energy individually, but understanding how they inter-
act in a controlled environment comprehensively is essential 
for accurate predictions and efficient system design. Therefore, 
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predictive model of the voltage output of solar panels. This 
research can be utilized as a baseline for predicting accurate 
voltage for maximum efficacy. 
�   Methods 
A laboratory-oriented experimental study compared the 

solar panel's voltage output with four-atmosphere factors: 
temperature, light, dust, and humidity. The schematic views 
of the experimental setup while working are shown in Fig-
ure 1. The experiment was conducted in the physics office at 
Choate Rosemary Hall. The experimental set-up consists of 
an acrylic tank with 20x40x15 cm to place the solar panel into 
and control the atmosphere’s conditions. Directly above the 
acrylic tank is a light source- a 60 W incandescent bulb- used 
to model the sun in real life. The height of the light source 
was 57cm from the flat frame. The polycrystalline solar panels 
(5x11 cm) were used and placed on the bottom of the acryl 
tank.  A Vernier logger pro and Pasco 550 Universal interface 
were connected to the solar panel to collect voltage output. A 
SHARP GP2Y1014AUOF sensor, DHT11 sensor, and LDR 
resistor were connected to the Arduino Mega and were used 
to measure the temperature, humidity, dust density, and light 
intensity. The Arduino was connected to the laptop and was 
coded to collect data twice every second. The Logger Pro and 
Pasco Capstone were set so that data was collected twice each 
second, depending on which device was used for data collec-
tion.

The light in the room was turned off, and every light source 
was blocked. Next, the incandescent bulb was turned on, and 
data was collected on the Arduino and Vernier LabQuest2 and 
PASCO 550 Universal Interface. Afterward, different condi-
tions were applied individually to the air inside the acrylic tank, 
as stated in the paragraph below. The experimental datasets 
were created from thirty-six conditions mentioned in Table 1.

First, incense sticks and the humidifier were turned on 
and placed into the acrylic box. The number of incense sticks 
and the amount of water emitted from the humidifier were 
changed. Data were collected after the incense sticks and 
humidifier was turned off and when the acrylic box was full 
of smoke and mist. Then, the humidifier was turned on and 
placed into the acrylic box. The amount of water emitted from 
the humidifier was changed in several data sets. Afterward, in-
cense sticks were turned on and put into the acrylic box. The 
number of incense sticks was changed in different data sets, 
and data was taken after the incense sticks were removed, yet 
when the acrylic box was still full of smoke. Subsequently, a 
heat fan was turned on. The strength of the heat fan and the 
height of the heat fan were changed. After that, the height of 
the light bulb was increased by 7 cm three times. Then, flour 
was added to the acrylic box and blown away using a lawn 
blower. The amount of flour was changed in each data set. Fi-
nally, a hair drier was turned on, and the hot air was put into 
the box through a small hole on the side of it.

Each dataset contained about 300 observations. The power 
output was the target feature, and other features were inputs 
to the models, and those were divided into four sections: dust, 
humidity, temperature, and light. Groups were made based 
on similar experimental conditions. After combining the sep-
arated datasets, obtaining appropriate features to predict the 
voltage output of solar panels was done. The relationship be-
tween the voltage output of the solar panel and experimental 
groups was subsequently analyzed using Pearson’s correlation 
and multiple linear regression using SPSS (IBM Corporation, 
Armonk, NY, USA). Voltage output prediction models were 
built using Python v 3.9.7 (https://python.org), which in

Table 1: Experimental conditions.

Figure 1: Schematic view of the experiment.
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Table 2 shows the Pearson correlation coefficient and R² of 
multiple linear regression analysis among seven experimental 
groups. Light, dust, temperature, and humidity significantly 
correlated with voltage output. Figure 3 shows a heat map of 
the Pearson correlation coefficient between voltage and anoth-
er parameter, including dust, humidity, temperature, and light.  
Light and temperature showed a positive relationship with 
voltage output, and Dust and humidity showed an inversely 
proportional relationship with the voltage output of the so-
lar panel. Pearson’s R coefficient showed that light intensity 
was the most important factor in determining the voltage out-
put, with humidity, dust, and temperature in descending order. 
Each experimental group except the flour group was explained 
using linear regression.  For example, as for the Incense + hu-
midifier group, the voltage was significantly correlated with 
dust (Pearson’s R coefficient -0.709), light (0.962), humidity 
(-0.750), and temperature (-0.787) (p<0.001) Thus, the order 
of strength of relationships in these variables are as follows; 
Light>Temperature>Humidity> Dust. The R² value of linear 
regression conducted on this group was 0.981, suggesting a 
high accuracy.

The linear regression analysis was used to produce a fi-
nal equation, which was [Voltage= 2.801-0.105xDust (ug/
m3)+0.746xlight (lux)-0.207xHumidity (%)+0.335xTempera-
ture(℃)]. The equation had a 79% accuracy (R2 value 0.788, 
P-value < 0.001). Pearson’s coefficient test showed that the 
light value had the strongest relationship with the voltage 

cludes Linear Regression, Ridge regression, Lasso regression, 
Random Forest Regressor (RF), Gradient Boosting Regressor 
(GBM), XGBOOST regression, Light GBM, Simple RNN, 
LSTM, and GRU. Specifically, the Scikit-learn library¹⁴, the 
XGBoost package (https: //xgboost.readthedocs.io), and the 
statsmodel api (https://statsmodel.org) were utilized to build 
these models. The dataset was randomly divided into training 
and test sets in a ratio of 7:3. In addition, to deal with the 
multi-collinearity issue, z-scaling was conducted on the data. 
Finally, the importance of the four variables (light, dust, hu-
midity, and temperature) was calculated for each model from 
Scikit learn’s Gridsearch CV. Models were evaluated using 
popular error rates methods, such as Mean Absolute Error 
(MAE) and Root Mean Squared Error (RMSE). Plots were 
created using the matplotlib python library (https:// matplot-
lib.org) 
�   Results and Discussion
Figure 2 shows the box-and-whiskers plot of dust, humidity, 

temperature, light, and voltage among seven groups of exper-
iments. For the average data throughout this experiment, the 
mean dust value was 340 ug/cm³, with the 25th and 75th per-
centile as 100ug/cm³ and 740ug/cm³. The mean light value is 
120ug/cm³, with the 25th and 75th percentile as 10ug/ cm3 
and 900ug/ cm³. The mean light value was 160 lux, with the 
25th and 75th percentile as 100 lux and 280 lux. The mean 
humidity was 49%, with the 25th and 75th percentile at 27% 
and 91%. The mean temperature was 21C, with the 25th and 
75th percentile at 18℃ and 23℃. The voltage value was 4.0V 
and 4.6V throughout the whole experiment.

The incense + humidifier group had the highest mean hu-
midity, and the heat fan group had the lowest humidity. The 
heat fan group, however, showed the highest temperature. The 
humidity group led the highest light, and the flour and in-
cense + humidifier group showed the most increased dust. The 
incense-only group and humidity group showed the highest 
voltage.

Table 2: The Pearson correlation coefficient and R² of multiple linear 
regression analysis among seven experimental groups. 

Figure 2: Comparisons of the humidity (a), temperature (b), light (c), 
dust (d), and voltage (e) by seven experimental conditions. The Incense + 
humidifier group had the highest humidity, and the heat fan group had the 
highest temperature. The humidity group led the highest light, and flour and 

incense + humidifier showed the most increased dust. Incense only group and 
humidity group showed the highest voltage.

Figure 3: Heat map of Pearson correlation. Light and temperature showed 
a positive relationship, and Dust and humidity showed a negative association 
with the voltage output of the solar panel. 
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(coefficient 0.681). humidity (-0.544), dust (-0.423), and 
temperature(0.389) followed in that order. When removing 
the group simultaneously, the accuracy increased; the single 
experiment group showed the best accuracy using linear re-
gression modeling. 

The RMSE and MAE using a decision tree, random for-
est, XGboost, Light GBM, GBM, linear regression, ridge 
regression, and lasso regression are shown in Figure 4. The RF 
model is clearly the most accurate model for voltage output. 
The machine learning algorithm showed better performance 
than linear regression. 

Figure 5 shows the feature importance of each variable. It 
is clear that for all models, light intensity is the most import-
ant, and temperature, humidity, and dust are important in that 
order. However, the absolute importance of each variable is 
what differs; for the Random Forest and Decision tree models, 
the humidity and dust seem to be significantly less important 
than the light and temperature, while for the linear regression 
model, the two variables seem more comparable. In addition, 
the linear regression model’s temperature variable appears less 
important than the temperature in the random forest and de-
cision tree models.

Figure 6 shows the actual voltage value vs. the predicted 
voltage value of the model given the four variables. The linear 
regression has the highest deviation between the actual and 
predicted values, while the random forest and the decision tree 
don’t have that large of a deviation. This reflects the MAE 
value difference between these models. The Random Forest 
algorithm has the lowest RMSE of 0.02196, which suggests 
it is the most effective modeling method with this data. It is 
because the relationship between the data is not a linear func-
tion. And, as the random forest can average error in every tree, 
it would be more resistant to noise in the data.

�   Discussion
This study confirmed that atmospheric conditions such as 

dust, light, temperature, and humidity nonlinearly affect volt-
age output. Furthermore, the dust and humidity were found 
to have an inversely proportional relationship with the voltage 
output, while the light and temperature had a directly pro-
portional relationship. Therefore, this random forest algorithm 
can be used to estimate the amount of voltage a solar panel will 
generate given certain conditions of the atmosphere.

One study that aimed to analyze the influence of dirt ac-
cumulation on panels used 100W spotlights to simulate solar 
radiation and vary the number of spotlights to change the in-
tensity of solar radiation. The radiation energy from the light 
was measured using a photo-radiometer, and output voltage 
and current from the solar PV panel were measured using a 
digital multimeter.¹⁵ In this study, 60 W incandescent bulbs 
changed the distance between the solar panel and the incan-
descent bulb. The radiation energy and the output current were 
not addressed, while the output voltage was measured using a 
Vernier LabQuest 2 and a PASCO 550 Universal Interface. 
In addition, the other study utilized dust, sand, moss, and wa-
ter droplets to change the dust amount.¹⁶ However, this study 
used flour and incense sticks to change the amount of dust.

Another study that was conducted outdoors showed that 
there is a direct proportionality between current, solar flux, 
and efficiency. The ambient temperature, humidity, current 
and voltage output of the PV panel, and the panel’s tem-
perature were measured. In this study, the current output and 
temperature of the panel still need to be addressed. However, 
the ambient temperature and humidity were measured using 
an Arduino and a DHT11 sensor, and the voltage output was 
measured using a Vernier LabQuest2 and a PASCO 550 Uni-
versal Interface. In contrast to the outdoor study, this study 
controlled the humidity using a humidifier and the tem-
perature using a hair drier and a heat fan. Dust, soiling, and 
pollutants can significantly influence the performance of the 

Figure 5: Comparison of feature importance among linear regression, 
random forest, and decision tree. The light intensity is the most important, 
and temperature, humidity, and dust are important in that order. However, 
the importance of each variable is different.

Figure 4: Comparisons of  RMSE (a) and  MAE (b) among various 
methods. The RF model showed the lowest RMSE, showing the most 
accurate model for voltage output.

Table 3: Multiple linear regression modeling for seeking the final model. 

Figure 6: Comparison of predicted performance among linear regression, 
random forest, and decision tree. The linear regression has the highest 
deviation between the actual and predicted values. In contrast, the random 
forest and the decision tree don’t have that large of a deviation.
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PV system. Using natural dust composition in a polluted city, 
deposited dust-related efficiency loss gradually increased with 
the mass and was about 2.1%, which follows the exponential.¹⁷ 
In our study, dust showed an inversely proportional relation-
ship with the voltage output of the solar panel. However, it is 
not from natural dust but from artificial laboratory conditions.

The Pearson’s R coefficient test shows that the light inten-
sity variable in this study has a coefficient of 0.681. Since the 
coefficient is positive and over 0.5, the results show that the 
light intensity strongly correlates positively with the voltage 
output. A previous study showed that the amount of power a 
solar panel was directly proportional to the amount of light, 
validating the results of this study.⁴ Another study showed that 
Pearson’s R coefficient of the light intensity was 0.62, further 
validating the result of this study.⁹

Using linear regression analysis, six groups were very reliable 
in linear modeling, all with an R² value over 0.9. In addition, the 
heat fan group showed relatively high performance with an R² 
value of 0.856. However, the Flour group showed an extremely 
low R² value of 0.196 and extremely low Pearson’s r coefficients 
for all four variables. These low values suggest that a linear 
model could not be the exact model the study sought. This 
study’s final linear regression analysis model was as follows: 
[Voltage= 2.801-0.105x Dust+0.746xlight-0.207xHumid-
ity +0.335xTemperature]. The equation had a 79% accuracy 
(R2 value 0.788, P-value < 0.001). Another study showed that 
using multiple regression analysis, solar power generation is 
affected in the order of sun altitude angle, temperature, hu-
midity, and fine dust.¹⁸ 

The study attempted to find the most accurate model by 
excluding some groups and adding others. When some groups 
were excluded, all groups, excluding the hair drier group, 
showed 81% accuracy (R² value 0.806, P-value < 0.001), and 
adding the incense and humidifier and the incense-only group 
showed 94% accuracy (R² value 0.936, P-value < 0.001) due 
to similar conditions. This result indicates that if different 
conditions are added to the linear model, the accuracy drops 
and therefore becomes less explainable through a linear model. 
While the Linear Regression provided some excellent results 
with a relatively high value, some data sets have a very low 
R²-value. This model performs well when the data are highly 
correlated. However, this data set has a VIF factor of almost 
10. This shows that there is a multicollinearity issue in the data 
set. To be multicollinear means that two or more variables in a 
regression depend on each other. In general, if the VIF factor 
of one of the variables goes over 10, the data is considered 
to have a significant collinearity issue. This explains why the 
linear regression model did not fit in well for some results. 
The humidity VIF factor was almost ten in the data before 
the Z-scaling occurred. This could lead to issues in terms of 
overfitting the model. Therefore, a technique called “Z-scal-
ing” was conducted, a method of normalizing data meant to 
reduce the multicollinearity. This is shown in the data after the 
Z-scaling; a significant decrease in the VIF factor for humidity 
was shown, which decreases the probability of overfitting, thus 
creating a more accurate model. This is very much anticipated, 
as Z-scaling is a method to achieve precisely this.¹⁵ 

The RMSE represents the deviation of the predicted value 
from the actual value in the Euclidian distance, which de-
scribes the accuracy of the data. If the RMSE is closer to 0, the 
prediction is more accurate.¹⁸ 

The Random Forest algorithm has the lowest RMSE of 
0.02196, which suggests that the random forest algorithm is 
the most effective in modeling this data. The reasoning behind 
this may be quite simple; if the relationship between the data 
is not a linear function, the linear regression model will not 
work as well as the random forest algorithm. In addition, as 
the random forest can average error in every tree, it would be 
more resistant to noise in the data. Because of these two char-
acteristics, the Random Forest algorithm likely became more 
successful. In addition, random forest is inherently a more 
comprehensive version of decision trees. Therefore, it would 
have a lower RMSE, thus an increased accuracy. The Random 
Forest algorithm has the lowest RMSE of 0.02196 and MAE 
of 0.0106, which suggests it is the most effective modeling 
method in this data. In another study, the RMSE and MAE 
value of the random forest algorithm was 0.9 and 0.29, re-
spectively. Therefore, the study stated that the random forest 
algorithm was the best method. Since the values in this study 
are lower than those in the other study, it seems reasonable to 
conclude that the data was more precise and better aligned 
with the random forest algorithm.

The strength of this study is that multiple variables could be 
controlled. While other studies have either been outdoors or 
only controlled one variable at a time, this study comprehen-
sively controls multiple variables at once, which allowed for a 
more thorough analysis and, therefore, results.

The study had several limitations, including the inabil-
ity to block out every light source and the human error of 
slight movement of measuring equipment, solar panels, and 
light source during each run. The inability to block out every 
light source can lead to errors of different voltage values based 
on the experiment’s time, creating an unaccounted variable. 
The human error of components of the investigation shift-
ing slightly can lead to slight drops/increases in the voltage 
measurement and inaccurate sensor data. However, this was 
minimized by placing the tape on each component’s location 
and matching the components to those locations. Further-
more, as this study was conducted as an indoor experimental 
study, it can be differentiated from real environmental features 
like wind, temperature, sunlight, and others. The voltage was 
measured instead of the power, which can also lead to a limita-
tion in generalizing to real-life situation analysis. Also, due to 
irregular solar panels operation, there can be the possibility of 
outliers in the voltage output data points.
�   Conclusion 
This study showed the effect of various atmospheric con-

ditions on the voltage output of solar panels comprehensively. 
The voltage output is related to all four variables, including 
the amount of light, temperature, humidity, and the amount of 
dust, with its importance in the order of the amount of light, 
temperature, humidity, and amount of dust. The voltage can 
be modeled in an equation stated: voltage= 2.801-0.105xDust 
(ug/m3)+0.746xlight (lux)-0.207x Hu
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midity (%)+0.335xTemperature(℃). Using machine learn-
ing models, the Random Forest algorithm was confirmed as 
the most accurate method for predicting the voltage output 
of solar panels. In addition, the amount of light, temperature, 
humidity, and dust was important in that order. For future 
work, validating this algorithm in outdoor experimental con-
ditions will be necessary to predict the accurate performance 
of solar energy systems. It can have widespread applications 
in various settings, including residential, outdoor, and more 
expansive spaces.   
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ABSTRACT: As environmental and public health become a global concern, the need to reduce emissions, pollution, and 
disease risk is becoming more evident. A common denominator is red meat consumption, especially with 18% of total greenhouse 
gas emissions coming from the livestock industry. This paper will examine whether discouraging red meat (negative messaging) or 
encouraging a green diet (positive messaging) impacts viewers more significantly, which can help shape future actions to reduce 
overall consumption. A survey was implemented that collected demographic factors and split participants into two groups, who 
were exposed to information either pertaining to the consequences of red meat or the benefits of a green diet. Before and after 
this treatment, participants answered the same questions relating to their desire to reduce red meat consumption. The quantitative 
change and their qualitative reasoning were analyzed by calculating and comparing the raw difference, mean, and standard 
deviation, as well as categorizing the reasons behind the qualitative answers, showing that both treatments changed respondents’ 
opinions on dietary habits, with the negative treatment being more effective. These findings could prove useful as policymakers 
work to define effective interventions involving red meat consumption to ultimately improve the global environment. However, 
these changes were not statistically significant in the context of this study, meaning that in the future, applied treatments should 
be stronger to result in a larger shift in opinion. Demographics, specifically age, race, and gender, did not significantly impact the 
likelihood of a respondent changing their dietary habits.

KEYWORDS: Behavioral and Social Sciences; Sociology and Social Psychology; Communication; Positive and Negative 
Messaging; Red Meat Consumption.  

�   Introduction
Over the last few decades, the dramatic shift in the United 

States’ agricultural industry from purely agrarian to highly in-
dustrial in cultivating crops and animal husbandry has placed 
significant pressure on public and environmental health. On 
any given day, between 63% and 74% of individuals consume 
red or processed meat in North America.¹ The presence of 
heme, nitrates, nitrites, heterocyclic amines, and polycyclic 
amines in red meat increases the risk for bowel cancer and high 
blood pressure,² two significant causes of fatality worldwide. In 
addition, raising cattle and swine, processing meat, and trans-
porting it to distributors releases large amounts of greenhouse 
gases, significantly contributing to climate change, with the 
supply chains of just ruminant animal products (cattle, sheep, 
and goats) contributing 16% of current levels of greenhouse 
gas emissions.³ Growing feed for livestock requires significant 
amounts of water and land, as does providing water to the 
animals, using up considerable amounts of natural resources. 
Encouraging a reduction in red meat consumption is therefore 
critical to decreasing detrimental impacts on public and envi-
ronmental health. 

Direct behavioral change will only be possible via the ed-
ucation of individuals, following the Health Belief Model, 
which states that an individual’s beliefs, perceived benefits, 
and self-efficacy provide reasoning for behavior related to 
personal health. While many previous studies have examined 
individuals’ responses to messaging about the impacts of red 

meat consumption via subsequent decreases in red meat con-
sumption, little data exists comparing whether encouraging 
greener diets, defined as predominantly plant-based diets, or 
discouraging red meat consumption is more effective.⁴-⁶ Most 
existing studies look at either the positive or negative effects 
of red meat consumption rather than comparing its effective-
ness to other dietary options.⁷-¹⁰ Furthermore, there is a lack 
of research regarding the socio-demographic factors associated 
with responsiveness to different messaging schemes (i.e., gen-
der, age, race). 

This paper addresses these gaps by assessing how positive 
versus negative messaging about the impacts of red meat con-
sumption on public and environmental health affects dietary 
choices. Information focusing on the benefits of a greener diet 
(positive messaging) and the consequences of eating red meat 
(negative messaging) will be used to see which is more effec-
tive in changing public opinion. This study also addresses the 
need for localized data collection, given the nuances in cultural 
differences among various regions in the United States. Instead 
of focusing on entire countries such as the United States¹¹ 
or Italy,¹² this study is confined to residents of Georgia. A 
Georgia-centered analysis may provide a ground for hypoth-
eses regarding the broader South. By optimizing messaging 
through either discouraging the consumption of red meat or 
encouraging the inclusion of more green foods, strategies can 
appropriately be adjusted for other areas to reduce detrimental 
impacts on public and environmental health.
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�   Methods 
To assess the effects of dietary choice messaging on an in-

dividual, researchers employed a pre-experimental design and 
recruited participants through convenience sampling in Geor-
gia. Descriptive data, including age, race, and gender as part of 
the cross-sectional study, were collected via survey using quan-
titative and qualitative methods. Participants were recruited 
through the social media platforms Instagram and Facebook. 
Before taking the survey, participants were notified that the 
data they provided would not be associated with their name or 
other identifying information, no risks were apparent, partic-
ipation was voluntary, and they were able to withdraw at any 
time or refrain from answering a question. The typical time to 
fill out this survey was between five to ten minutes, suggesting 
this was a relatively short survey that would not discourage 
one from responding. As a pre-experimental design, the popu-
lation was separated into two distinct sample sizes exposed to 
one of two treatments: one detailed the benefits of switching 
to a greener diet, and one presented the consequences of high 
levels of red-meat consumption. The benefits and implications 
regarding the impacts on personal health and the environment 
were framed. To begin the survey, respondents provided their 
demographic information and answered questions about their 
current red-meat consumption and desire to change their diet. 
The questions were adapted from Szczebylo’s 2022 study titled 
“Is Eating Less Meat Possible? Exploring the Willingness to 
Reduce Meat Consumption among Millennials Working in 
Polish Cities”¹³ as follows:

Question 1: “At this time, how much do you want to limit 
your red meat consumption, 1 being definitely not and 5 being 
definitely yes?”

Question 2: “At this time, I can picture myself not eating red 
meat regularly, 1 being definitely not and 5 being definitely 
yes.”

Question 3: “At this time, I foresee red meat being an im-
portant part of the majority of my meals for the next month, 1 
being definitely not and 5 being definitely yes.”

Upon completion of the survey, participants were organized 
into two different treatment groups: the positive-messaging 
group that received messaging detailing the benefits of a green 
diet and the negative-messaging group that received messag-
ing detailing the negative impacts of red meat consumption 
(shown below). They were again asked to answer the same 
questions as before pertaining to their new desire to reduce 
red-meat consumption. The difference in their initial respons-
es to their subsequent ones represented the specific effect of 
the treatment. The treatments were as follows:

Negative Treatment:
Recently, research about the impacts of red meat consump-

tion has expanded. Some of the novel findings are:
● Frequent meat consumption is linked to an increased col-

orectal (colon) cancer risk.¹⁴
● Red meat consumption is directly associated with high 

blood pressure; 102.6 g (approximately a steak the size of one’s 
palm, as thick as a deck of cards) of higher meat consumption 
is associated with a higher systolic blood pressure of 1.25 mm 
Hg.¹⁵

● 18% of total greenhouse gas emissions are from the live-
stock industry, which is also the largest source of methane.¹⁶
● Meat produces more emissions per unit of energy com-

pared to plant-based foods.¹⁷
Positive Treatment:
Recently, research about the impacts of red meat consump-

tion has expanded. Some of the novel findings are:
● 400-600 grams of fruits and vegetables per day is associ-

ated with a 50% decrease in many common forms of cancer.¹⁸
● Diets abundant in fruits and vegetables are associated with 

a reduced risk of heart disease and many chronic diseases.¹⁹
● Plant-based diets have the potential to reduce diet-related 

greenhouse gas emissions by 49%.²⁰
● Plant-based diets could reduce diet-related land use by 

76%, eutrophication (pollution of bodies of water that signifi-
cantly harms ecosystems) by 49%, and green and blue water 
use by 21% and 14%.²⁰

Following the treatment received, participants were then 
asked an open-ended question about their reported desire to 
reduce (or not) their red-meat consumption. Based on the re-
sponses, I analyzed data using the tendency of people to reduce 
their red meat consumption according to the treatment they 
received based on calculating and comparing the raw differ-
ence, mean, and standard deviation for each question. While 
this survey is not fully randomized and has respondents cen-
tralized around the city of Atlanta, valuable information is still 
provided that can inform future research and approaches to 
dietary communication in states similar to Georgia.
�   Results 
There were 258 respondents across the two weeks the survey 

was open, significantly exceeding the target of 100 respon-
dents; however, 23 were removed for insufficient data or not 
living in Georgia, as the study required a comparison of an-
swers before and after the treatment and focused on Georgia. 
Most responses originated from the Atlanta area; therefore, 
the municipal location did not play a role in the analysis. The 
first question asking how many days a week the respondent 
ate red meat was answered by 234 people. Of these, 55 already 
did not eat red meat, and 204 ate red meat three days a week 
or less.

By separating the numerical results, ranked 1-5 by the Likert 
scale, by treatment for each question both before and after the 
treatment, and subtracting the initial from the final, the raw 
difference, mean, and standard deviation were calculated and 
compared. The positive treatment was defined as the infor-
mation pertaining to the benefits of increasing plant-based 
consumption. In contrast, the negative treatment was defined 
as the information related to the drawbacks of red meat con-
sumption.
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The last question in the survey, “In the future, why or why 
not would you want to reduce your red meat consumption?” was 
an optional open-ended question for gathering qualitative data. 
Although 258 respondents participated, 183 responses were re-
ceived for the open-ended question. The resulting statements 
and reasons were qualitatively coded for the common themes 
(Figure 2). Some respondents included multiple reasons in their 
responses. In addition, each unique theme was coded, thereby 
resulting in more themes than total respondents. The analysis 
resulted in the themes of enjoyment, weight loss, finances, love 
of animals, environment, health, no desire to change, and mis-
cellaneous. In total, there were 279 statements after responses 
were separated into categories. The most prevalent responses 
were related to health (36.56%), with responses going as far in 
depth as “[t]hree months ago I learned I have a genetic heart 
defect and keeping low cholesterol can reduce the chance of 
complications from this. It also has a notic[e]able impact on 
inflammation in my hips. Red meat increases cholesterol and 
inflammation,” and the environment (21.51%), with responses 
as detailed as “I know that beef production is resource inten-
sive and it is harmful to the environment.” In comparison, the 
least referenced categories were finances (3.58%) and weight 
loss (1.08%).
�   Discussion

The average treatment across all questions shows that fo-
cusing on the negative impacts of red meat consumption was 
more persuasive than the positive impacts. This provides no-
table information for the kind of framing that environmental 
communicators and policymakers should focus on when trying 
to reduce red meat consumption. However, the standard de-
viation across all three questions was large, likely due to the 
relatively small sample size and lack of time to implement 
a long-term treatment. While the treatments did result in a 
change in mindset toward reducing meat consumption, this 
treatment effect could not be distinguished from zero due to 
the large standard deviation. Across the questions, the negative 
treatment, providing the harmful effects of red meat, resulted 
in the greatest change in opinion toward consuming less red 
meat; however, neither is statistically significant. The greater 
change resulting from the negative treatment rather than the 
positive treatment is likely because people are more motivated 
by fear as opposed to rewards. Notably, these results highlight 
the difficulties of changing red meat consumption behavior. 
More than simply providing education, as many environmental 
campaigns do, is needed to shift attitudes significantly. Long-
term, in-depth education could be more persuasive. Based on 
these results, future research should explore the impacts of 
long-term education about the negative effects of red meat 
consumption. Furthermore, many respondents already did not 
eat red meat or ate it infrequently, thus introducing a critical 
confounding variable into decisions to change current red meat 
consumption patterns. For future research, the chosen popula-
tion should consist of a larger percentage of red meat eaters so 
that the full potential of the treatments can be observed.

For question 1 concerning the desire to limit red meat con-
sumption, the means were 0.15 and 0.36 for the positive and 
negative treatments, respectively, and the standard deviations 
were 0.76 and 1.01, respectively (Figure 1).

Following the same format, the means for question 2 on be-
ing able to picture oneself not eating red meat regularly were 
0.04 (positive treatment) and 0.06 (negative treatment), while 
the standard deviations were both 1.12 (Figure 1). 

For question 3, relating to the importance of red meat in 
future meals, the means were -0.05 (positive treatment) and 
-0.08 (negative treatment), and the standard deviations were 
0.40 and 0.52 (Figure 1). In question 3, the means are negative 
because choices 1-5 were flipped, in that people preferring to 
reduce red meat consumption would have chosen 1 rather than 
5 as in the previous two questions.

Based on the participants’ responses to the demograph-
ic questions, this table was created to display the spread of 
data across age, race, and gender, followed by their willing-
ness to change by question, which was calculated by taking the 
number of people willing to change after the treatment and 
dividing by the total number surveyed in a particular group, to 
calculate the percent willing to change.
Table 1: Age, race, and gender, and their association to a willingness to 
change by question. 

Figure 1: Mean and standard deviation from the Likert scale across both 
treatments for each question. 

Figure 2: Percentage of reasons to either increase or decrease red meat 
consumption by theme.
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Age played a negligible role in the results. While specif-
ic trends could be seen across individual treatments (Table 
1), they varied so much that age was not a significant factor 
overall. Because a large percentage of respondents were white 
(Table 1), being white correlated with a higher likelihood of 
willingness to change behavior after exposure to the treatment. 
This was also seen with gender: women were more likely to 
change their behavior, but most respondents were women (Ta-
ble 1), suggesting that further exploration of differences across 
gender is necessary for future research.

The qualitative results provide insight into the reasons be-
hind the lack of behavior change. The two categories targeted 
explicitly in the treatments were health and environment, 
possibly explaining why those two categories are the most 
frequently mentioned in the open-ended response question, 
36.56%, and 21.51%, respectively. While the majority of re-
spondents cited these as reasons to change, with examples such 
as “I would like to keep working on making it a smaller portion 
of my consumption to improve my health and decrease risk to 
health” and “[t]o reduce environmental impacts of red meat 
production/consumption,” some respondents also used the 
health category as a reason not to change red-meat consump-
tion habits, providing statements such as “[i]t has not caused 
my family or me any health issues, and we have eaten it our 
entire lives. My parents lived to 82 and 92 and had none of the 
illnesses mentioned.” Most respondents used the environment 
to limit red-meat consumption, citing reasons such as “but also 
to limit accessory pollution that is associated with the produc-
tion of red meat in general.” However, it was also said that “[m]
ost plant-based foods are brought to us via mono-cropping, 
which is MUCH worse for the environment.”

The third most common category was “no change” (17.20%), 
meaning many people were not influenced enough to change 
their dietary habits. The qualitative results also provide insight 
into additional motivators that should be explored further 
in future research to decrease the number of people in the 
“no change” category. Enjoyment of red-meat products was 
mentioned in approximately 10% of responses, with most re-
spondents producing statements such as “I would not reduce 
my consumption because I like the taste.” However, a small 
number also provided reasons such as “I also don’t really like 
the way red meat taste[s] in general.” Communication strate-
gies directly addressing the enjoyment of red-meat alternatives 
could assuage these concerns. Additionally, though much less 
common, a love of animals, financial concerns, and a desire to 
lose weight was also noted as reasons for changing (or not) 
red-meat consumption patterns. These smaller factors could 
also be targeted while creating messaging regarding reducing 
red meat consumption. All of the factors mentioned in the 
qualitative responses align with pre-existing research on rea-
sons for vegetarianism or veganism.²¹, ²²
�   Limitations
Although this study provides critical insights into the dif-

ficulties of changing red-meat consumption and potential 
avenues for future communication strategies, there are some 
limitations that future studies should address. First, the sur-
vey was distributed through social media, resulting in a biased 

sample since respondents must have had social media to par-
ticipate. In addition, because it was disseminated via social 
networks, the survey needed to be more randomized. Finally, 
the sample size only partially represents all of Georgia, as the 
majority of respondents were from Atlanta; however, the high 
number of responses helps to increase the power of the results. 

Time was also a limitation in the design of the entire meth-
odology, as a short window to complete this study meant there 
was not sufficient time to implement a long-term treatment, 
such as a course on the impacts of red-meat consumption, 
which may have had a more substantial effect on desires to 
change behavior. This resulted in statistically insignificant 
differences in the data across varying treatments, as stron-
ger treatments would have likely resulted in more significant 
changes in behavior. 
�   Conclusion
Consuming red meat has negative implications for both 

public and environmental health. Inspiring behavior change 
is critical to reducing these detrimental impacts, and under-
standing whether a frame that focuses on the positive health 
effects or one that centers on the negative health effects 
is more effective is critical to reducing the health risks and 
harmful emissions that impact the environment. This study 
found that providing data on either the impact of continuing 
or reducing red meat consumption motivated some respon-
dents to change their dietary habits. However, this change 
was not statistically significant across the sample as a whole. 
This suggests that future studies should aim to increase the 
effect of the treatment, such as by providing more data or im-
plementing a more extended educational campaign, to see a 
bigger change in behavior. The negative treatment certainly 
had a much larger impact on the respondents than the posi-
tive treatment. Though this difference was not large enough to 
definitively conclude that providing negative framing around 
continuing red meat consumption is the best way to modify 
dietary habits, it points towards an important future direction 
for investigation by researchers, environmental educators, and 
policymakers alike.
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ABSTRACT: Argumentation Mining (AM) is a field in Natural Language Processing that aims to extract arguments from text 
and determine their relationships. Current research has explored a multitude of application domains and a wide range of machine-
learning models/methods used to support AM. However, there needs to be more synthesis of the existing literature and mapping 
of common correlations between machine learning and applications. Through a literature review spanning 52 papers, this paper 
finds that AM has been applied to user-generated texts, non-English texts, speeches/debates, legal texts, scientific/medical texts, 
and more, with user-generated texts (such as online comments and forum posts), being the most frequent application. Most papers 
surveyed use traditional machine learning. The most frequent methods/models used for AM are SVM, BERT, and BiLSTM. The 
most frequent association is between user-generated texts and SVM-based methods. Scientific/medical applications preferred 
BERT-based models, speech/debate used SVM-based methods, and non-English texts preferred BERT-based and LSTM-based 
models. Finally, the paper argues that future research should focus on researching less used applications such as scientific and 
medical text more and investigating how deep learning and traditional machine learning compare for user-generated texts and 
non-English texts.

KEYWORDS: Robotics and Intelligent Machines; Machine Learning; Natural Language Processing; Argumentation Mining.  

�   Introduction
In a time where both informal and formal arguments and 

debates are present everywhere, from social media to scien-
tific publications, argumentation mining, also referred to as 
argument mining, has become an increasingly expanding and 
necessary field. Argumentation mining is defined as “the auto-
matic extraction of arguments from natural texts.”¹ It pertains 
to opinion mining or sentiment mining, which are utilized to 
understand the opinions of individuals on a subject.² Building 
upon this purpose, argumentation mining aims to extract ar-
guments from text to understand why an opinion or viewpoint 
is held.²

The current research on argumentation mining for particular 
applications includes legal texts,³ user-generated texts⁴ (such 
as online comments and forum posts), and non-English text,⁵ 
along with many other domains. It uses various machine learn-
ing models and methods to perform this task. Much of the 
literature in argumentation mining uses traditional machine 
learning. Still, the development and progress in deep learn-
ing for natural language processing has caused deep learning, 
such as transformer-based models, to become more prominent 
in recent years. The current literature reviews that have been 
conducted on this topic explain the stages of argumentation 
mining, machine learning features used in existing research,² 
techniques for argument mining,⁶ and how argumentation 
mining systems can obtain “common sense and world knowl-
edge” to fulfill their purposes.⁷ However, more work is needed 
to investigate the relationship between applications and ma-
chine learning used for argumentation mining, including the 
most frequent machine learning models or methods used for 
each application. 

To address this gap, this paper aims to determine the current 
scope of argumentation mining applications, what different ma-
chine learning techniques are being applied to argumentation 
mining, and whether there are any salient patterns or correla-
tions between machine learning and application domains. The 
review synthesizes 52 papers in the field. It organizes informa-
tion about applications and machine learning from each paper 
surveyed to analyze the correlations. This research contributes 
to the field by enumerating the relationships between appli-
cations and machine learning and suggesting topics for future 
research based on the findings. In the future, researchers in 
the field could use the results of this literature review to select 
models, contribute to the field, or enhance their research.
�   Discussion

Background: Argumentation Mining and Machine 
Learning Components:

Argumentation mining requires selecting an argumentation 
model, a system for organizing and classifying argument com-
ponents and structure. One way to analyze the organization 
of arguments in a text is by categorizing them as “abstract” 
or “structured.” Abstract argumentation models advance the 
idea that an argument has no internal structure, which can be 
useful in analyzing if an argument refutes another argument.² 
Conversely, structured argumentation models propose that an 
argument has an internal structure. While there is no univer-
sal definition for structured argumentation,² it focuses on the 
argument’s components, such as claims and premises, and the 
support or attack relations between argument components and 
individual arguments.⁸ Structured argumentation is typically 
used for argumentation mining.²  

REVIEW ARTICLE

ijhighschoolresearch.org



 169 

Another classification scheme for argumentation models is 
to organize them into micro-level (monological), macro-level 
(dialogical), or rhetorical models. Micro-level models, which 
are used the most in argumentation mining, pinpoint an indi-
vidual argument’s components and internal organization. The 
macro-level model focuses on the relations between arguments 
and their external structure.⁹ The rhetorical model emphasizes 
the rhetorical organization of texts based on the audience, and 
the “argument is evaluated by judgments rather than the truth 
of a proposition.”⁹

The most prominent micro-level models include the sim-
ple premise/claim, Toulmin, and Freeman models. The simple 
premise/claim model splits an argument into three compo-
nents: a conclusion, some premises, and a link between the 
premises and the conclusion.² The widely-used Toulmin 
model divides an argument into six components: a claim, data, 
warrant, backing, qualifier, and a rebuttal.⁴ The Freeman mod-
el, which builds on and modifies Toulmin’s model, includes 
premise, conclusion, modality, rebuttal, and counter-rebuttal.¹⁰

Beyond classification components, a corpus of sample texts 
or arguments is needed to train a machine-learning method or 
model and implement an argumentation mining system. The 
corpus must then be annotated according to the selected ar-
gumentation model to provide training data for the machine 
learning method or model, including labeling the components 
of and relations between arguments.² Due to the different ar-
gumentation models used to determine the components and 
structure of the argument and the absence of a standardized 
guide or method to annotate documents, creating and compar-
ing corpora and argumentation mining techniques in this field 
has been challenging.²

The process of argumentation mining can be sectioned 
into subtasks. Some papers divide this process into two parts: 
argument component extraction and argument relation predic-
tion.⁹,¹¹ Argument component extraction refers to the process 
of identifying arguments in the text. This process can be divid-
ed into a stage when the argument components are identified, 
and another for the “identification of their textual boundar-
ies”.¹¹ Argument relation prediction consists of predicting the 
relation between arguments in the text and between each of 
the arguments’ claims and evidence. The relationships between 
the arguments or components can be classified as support, 
attack, or neutral. Other studies section argumentation min-
ing into four subtasks, the first of which is classifying text as 
non-argumentative or argumentative.²,¹² Typically, this is per-
formed with a machine learning classifier.² The second subtask 
is to label each argument component as a claim, premise, etc., 
based on the argumentation model chosen. The third subtask 
is “determining which argumentation components are in a re-
lationship,” while classifying relationships as support or attack 
is the last subtask.² 

Machine learning is an area of computer science that aims 
to use data and computer algorithms to emulate human learn-
ing.¹³ It can be classified into three categories: traditional 
machine learning, neural networks, and deep learning. Tradi-
tional machine learning includes machine learning techniques 
that have been used for many years, which is a basis for new

machine learning.¹⁴ Traditional machine learning comprises 
techniques such as clustering (grouping data), classification 
(predicting a class), and regression (predicting a number).¹⁴ 
Neural networks are a subset of machine learning that imitate 
the human brain with nodes modeled after neurons. There is 
one input layer of nodes, one output layer of nodes, and several 
hidden layers in between. The nodes are connected and have 
weights and thresholds. If the output of a node is above the 
threshold, then the node sends the data to the next layer.¹⁵ 
Once the hidden layers have produced outputs, these results 
are used by the output layer to obtain the final output.¹⁶ Deep 
learning is a subset of neural networks consisting of neural 
networks with more than three layers, including the input and 
output layers.¹⁶   

Notable research in this field includes a literature review 
that describes argumentation mining from a machine learning 
perspective, including subtasks of computational argumenta-
tion mining, corpora, and challenges in the field.² Another 
notable application of argumentation mining was the IBM 
Debater, which competes with humans using information 
from newspaper articles and Wikipedia.¹⁷ Project Debater 
first breaks down the newspaper corpus into sentences and 
words and references the words on Wikipedia. Then, it uses 
neural and knowledge-based methods to rank each sentence 
by the probability that it represents an argument and classifies 
the relations between each argument and the topic. Anoth-
er study developed the “first neural end-to-end solution for 
computational” argumentation mining.¹⁸ Finally, a noteworthy 
persuasive essays corpus consisting of 402 annotated persua-
sive essays was created in 2017 and has been used in many 
argumentation-mining research papers.¹⁹ 
�   Methodology 
The papers reviewed were found through a search on Goo-

gle Scholar for “argument mining machine learning” and 
“argumentation mining and machine learning.” Papers that 
mentioned machine learning, deep learning, or neural net-
works, in addition to argumentation mining or argument 
mining, were selected. Of these, papers that tested the perfor-
mance of at least one machine learning method or model in 
argumentation mining and papers that used machine learn-
ing and argumentation mining to analyze text were included 
in the literature review. Research that used machine learning 
in argumentation mining to investigate and make conclu-
sions about other aspects of argumentation mining was also 
included. Research that used argumentation mining for non-
text applications, such as images, was excluded from the 
review. Research that did not use machine learning was also 
excluded because this paper’s focuses on machine learning in 
argumentation mining, so research using only rule-based argu-
mentation mining, or argumentation mining without machine 
learning, and research in which the model used was unclear 
or not stated out of the scope of this paper. Other research on 
machine learning models and literature reviews on argumen-
tation mining were included for background information on 
the field.

The current literature on argumentation mining spans the 
applications of user-generated texts, non-English texts, contr-
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that allow users to post on controversial topics. Subsequently, 
in 2017, Habernal and Gurevych used the Toulmin model to 
apply argumentation mining to a corpus of comments, discus-
sion forums, blog posts, and articles.⁴ Passon et al. ²² employ 
an off-the-shelf argumentation mining system to identify ar-
guments in Amazon product reviews. Basile et al.²³ use the 
CorEA corpus from online comments on Italian news blogs to 
classify the comments as neutral, support, or attack. Park and 
Cardie created an annotated dataset of user comments from an 
eRulemaking website, where users discuss regulations from the 
government to apply argumentation mining with a machine 
learning algorithm and specific features.²⁴ Swanson et al.²⁵ 
combine the previously made Internet Argument Corpus with 
other data from an online debate network, which allows users 
to discuss different issues and viewpoints. The researchers then 
perform the argument extraction. Dusmanu et al.²⁶ perform 
argumentation mining on Twitter, while Chakrabarty et al.²⁷ 
use argumentation mining on the “change my view” subreddit. 
Tran and Litman²⁸ use the same data as Chakrabarty et al.²⁷ 
and attempt to improve the precision scores of Chakrabarty et 
al. Aker et al.¹ investigate which features and machine learning 
classifiers perform best in argumentation mining, and one of 
their corpora used to test the data was composed of Wikipedia 
articles. Sobhani et al.²⁹ perform stance classification on online 
news comments. Rocha et al.³⁰ create the ArgMine Frame-
work, which aims to automate parts of argumentation mining 
and use a corpus made of Portuguese news articles. Rocha 
and Cardoso³¹ also use the same corpus for a relation-based 
implementation of argument mining, which identifies the rela-
tionship between premises and conclusions. Conceição et al.³² 
perform argumentation mining with data from online debates. 
Cocarascu and Toni³³ use argumentation mining to detect mis-
leading product reviews. Sardianos et al.³⁴ identify argument 
components in Greek news articles. Lastly, Lytos et al. use data 
from Twitter to perform argument detection for short texts. 

Nine papers use argumentation mining for multiple appli-
cations. Lippi and Torroni³⁵ created MARGOT, a web server 
that a more comprehensive community can use to perform 
argumentation mining. MARGOT was designed to perform 
argumentation mining on various files and topics for multiple 
applications. Lawrence and Reed⁶ combine different strategies 
for argumentation mining, including topical similarity, dis-
course indicators, and supervised machine learning. They use 
the Araucaria corpus, which encompasses data from multiple 
domains and applications. Schiller et al.³⁶ investigate how data-
set sizes affect the performance of argumentation mining and 
discover that a large dataset is unnecessary if the suitable data-
set composition and models are chosen. They use data from 
the UKP Corpus, which has diverse data sources. Wambsganss 
et al.³⁷ use Transfer Learning and multiple corpora to create a 
domain-independent implementation of argumentation min-
ing. Schulz et al.³⁸ use multi-task learning for argumentation 
mining and data from multiple domains, including persuasive 
essays and news comments, to improve argumentation mining 
with smaller datasets. Rooney et al.³⁹ use kernel methods for 
argumentation mining and the AraucariaDB.

ibutions to argumentation mining, persuasive essays, speeches 
or debates, legal texts, scientific or medical texts, philosophi-
cal texts, and multiple applications. For each of the 52 papers 
reviewed, the application was determined by analyzing the ti-
tle of the paper and the introduction and determining which 
application was the most prominent or the intended contribu-
tion. For example, Suhartono et al.²⁰ translate persuasive essays 
into Bahasa Indonesia for their research. The application of 
this paper was determined to be “Non-English Text,” as the 
title mentioned Bahasa Indonesia, implying that the article 
was focused on the effectiveness of argumentation mining in 
a non-English language. For papers that did not apply argu-
mentation mining to a specific purpose but instead intended to 
improve or experiment with features, classifiers, or other aspects 
of argumentation mining, the application was determined by 
the training corpora used. If multiple types of training corpora 
were used or the training corpora encompassed more than one 
application, all the relevant applications were counted. How-
ever, papers that specifically attempted to use transfer learning 
or cross-domain argumentation mining and those that aimed 
to use multiple domains or make a context-independent sys-
tem were counted as “Multiple Applications.” Papers that used 
the AraucariaDB corpus were marked as “Multiple Applica-
tions” as well due to the wide variety of sources and domains 
in this database. To determine the machine learning model or 
method used, all models or methods were counted if the pa-
per used one or multiple machine learning models together in 
their approach or framework for argumentation mining. If the 
paper tested different models against each other, only the most 
successful model or method was counted. 

Findings: Argumentation Mining Applications:
Each of the 52 papers found through Google Scholar was 

categorized into one or more of the following applications: Us-
er-Generated Text, Multiple Applications, Persuasive Essays, 
Speech/Debate, Non-English Text, Legal Text, Scientific/
Medical Text, and Philosophical Text. Figure 1 displays the 
frequency of each application in the papers reviewed. 

Seventeen papers focus on identifying arguments in us-
er-generated texts, which include comments, blog posts, 
articles, and forum posts taken from the Web. In Habernal 
and Gurevych’s 2015 paper²¹, the authors apply argumenta-
tion mining to posts on debate portals, which are websites 

Figure 1: Frequency of argumentation mining applications in the papers 
reviewed.
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Furthermore, Bouslama et al.⁴⁰ test argumentation mining 
for cross-domain applications. Lippi and Torroni⁴¹ implement 
context-independent argumentation mining, which can detect 
claims without background information on the topic. Lastly, 
Mochales and Moens⁴² use the Araucaria corpus to investigate 
argumentation mining’s applications and challenges and how 
machine learning can improve argumentation mining. 

Seven papers use the application of persuasive essays. Sazid 
and Mercer¹² use machine learning methods to apply argu-
mentation mining to the persuasive essays corpus created by 
Stab and Gurevyich.¹⁹ Kusmantini et al.⁴³ use another corpus 
of 90 persuasive essays to perform argumentation mining, 
while Wang et al.⁴⁴ execute a series of experiments on the 
persuasive essays corpus. Aker et al.¹ also use a corpus of 
persuasive essays, categorized into the persuasive essays appli-
cation and user-generated texts. Using the persuasive essays 
corpus, Eger et al.¹⁸ build the first neural end-to-end solution 
for all argumentation mining subtasks. Persing and Ng⁴⁵ also 
use the persuasive essays corpus for unsupervised argumenta-
tion mining. Lastly, Wambsganss et al.⁴⁶ created an app using 
argumentation mining to give feedback on students' persua-
sive writing.

Six papers use argumentation mining in the field of speech 
or debate. Slonim et al. create an autonomous debating system 
that can compete with humans.¹⁷ They used a corpus of 400 
million newspaper articles, broken into sentences and words, 
and related Wikipedia concepts. Then, the system uses neural 
and knowledge-based methods to rank the sentences accord-
ing to whether they are likely to represent arguments and 
“classify the stance of each argument towards the motion”.¹⁷ 
Lippi and Torroni further train a machine learning classifi-
er on the 2015 UK political election debates to determine if 
claim detection in argument mining can be improved by using 
features from speech.⁴⁷ They build a pipeline such that audio 
is inputted into a speech recognition system. The feature ex-
traction model processes it and produces the features needed 
for a machine learning model. They find that vocal cues in-
crease the accuracy of argumentation mining. Menini et al.⁴⁸ 
use argumentation mining on speeches and declarations de-
livered during the 1960 presidential campaign in the United 
States. Tang uses argumentation mining to extract claims from 
TED talk subtitles.⁴⁹ Naderi and Hirst⁵⁰ test argumentation 
mining on debate speeches from the Canadian Parliament. 
Mestre et al.⁵¹ uses both text and audio from US political de-
bates to perform argumentation mining.

Papers related to non-English texts often translated existing 
corpora from English to the intended language or created a 
new dataset to determine the efficacy of argumentation min-
ing on the text of that language. As a note, only papers that 
specifically intended to study the application of argumentation 
mining in another language or had a contribution related to 
a non-English language were included in this category. Pa-
pers such as Rocha et al.³⁰, which performed argumentation 
mining on a Portuguese corpus of news articles, were not in-
cluded because they emphasized another application.⁵ papers 
used argumentation mining for the non-English text applica-
tion. Suhartono et al.²⁰ translate persuasive essays into Bahasa 

Indonesian and use machine learning techniques to apply ar-
gumentation mining. Fishcheva et al.⁵ translate the persuasive 
essays corpus into Russian to assess the performance of spe-
cific machine learning models. Kumilachew et al.⁹ attempt to 
perform argument relation prediction, classifying arguments as 
support, attack, or neutral, on texts in the Amharic language. 
Toledo-Ronen et al.⁵² use a multilingual machine learning 
model to perform argumentation mining on English data 
translated into German, Dutch, Spanish, French, and Italian. 
Lastly, Eger et al.⁵³ 2018 tranSlated persuasive essays into Ger-
man, French, Spanish, and Chinese to implement cross-lingual 
argumentation mining. 

Argumentation mining for legal texts is analyzed by Xu 
et al.,³ Poudyal,⁵⁴ Zhang et al.,⁸ and Lippi et al.⁵⁵ Xu et al.³ 
tests multiple machine learning models to identify argument 
components to create case summaries that may aid legal pro-
fessionals. Using argumentation mining, Poudyal aims to 
classify sentences as argumentative or non-argumentative in 
legal texts.⁵⁴ Zhang et al.⁸ use machine learning models pre-
trained with legal text to improve legal argument mining. 
Finally, Lippi et al.⁵⁵ create a new corpus and perform argu-
mentation mining on European Court of Justice decisions. 

Mayer et al.,¹¹ Accuosto et al.,⁵⁶ and Fergadis et al.,⁵⁷ and 
Binder et al.⁵⁸ investigate the application of argumentation 
mining in medical and scientific fields. Mayer et al.¹¹ use ar-
gumentation mining in clinical trials by using MARGOT to 
extract the components of arguments in clinical trials. They 
conclude that argumentation mining has potential in the 
medical field. Accuosto et al.⁵⁶ annotated abstracts of papers in 
computational linguistics and biomedicine to create a new cor-
pus for argumentation mining and evaluate a machine learning 
model’s performance. Lastly, Fergadis et al.⁵⁷ collect scientif-
ic literature on specific policy targets, annotate the data, and 
assess the dataset using argumentation mining and machine 
learning. Binder et al.⁵⁸ perform argument detection and argu-
ment relation on scientific publications.

Lawrence et al.⁵⁹ first manually analyzed data from 
19th-century philosophical texts to train the machine learn-
ing model for argumentation mining. Then, they applied the 
automatic analysis with the machine learning model. They 
concluded that the automatic identification of some features 
was strong, but much more training data is needed. 

Machine Learning Models/Methods Used for Argumen-
tation Mining in the Literature:

Like the categorization of applications, each paper’s ma-
chine learning models/methods were collected and categorized 
into one or more of the following categories: traditional ma-
chine learning, neural networks, and deep learning. Figure 2 
shows the frequency of the type of machine learning used for 
argumentation mining in the papers reviewed. The machine 
learning methods and models used in these papers include 
SVM, BERT, SVM-HMM, Random Forest, BiLSTM, XG-
Boost, Naive Bayes, LSTM, RuBERT, HAN, CNN, FastText, 
SciBERT, Logistic Regression, and Ernie 2.0. 
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Figure 3 depicts the frequency of each model used or chosen 
as best in the reviewed papers

The traditional machine learning methods and models in-
clude SVM, SVM-HMM, CRF, Random Forest, XGBoost, 
Maximum Entropy Models, Naive Bayes, Logistic Regression, 
and NMF. Support Vector Machines (SVM) are supervised 
learning methods that can be used for classification and re-
gression. SVM can also perform non-linear classification by 
using kernels, such as linear, polynomial, Sigmoid, and radial 
basis function (RBF) kernels.⁶⁰ SVM-HMM is a combination 
of Support Vector Machines and Hidden Markov Models. 
Conditional Random Field, or CRF, is a probabilistic method 
that has been implemented in many domains, such as natural 
language processing and bioinformatics.⁶¹ Random Forest is 
a model composed of multiple decision trees, and “the final 
result depends on majority vote.”.³ XGBoost implements gra-
dient boosting.⁵ A Maximum Entropy model is based on the 
maximum entropy principle: inferences should be made with 
“the probability distribution that has the maximum entropy” 
from the information possessed.⁴² A Naive Bayes model as-
sumes that features are unrelated and is used for clustering and 
classification.⁶⁰ A Logistic Regression model is a linear model 
that uses a function to classify data.⁶² Non-Negative Matrix 
Factorization (NMF) is an unsupervised method and data de-
composition method. It can increase the comprehensibility of 
the output data.⁶³ 

The neural network used by Xu et al. is FastText.³ It was 
created by Facebook workers in 2016 and is an extension of 
word2vec. FastText is an unsupervised model that creates vec-
tor representations for words.⁶⁴ Multi-layer Perceptron, used 

by Lytos et al.,⁶⁵ is a type of Artificial Neural Network that 
transforms input to output with an activation function.⁶⁵

The deep machine learning models include BERT, BiL-
STM, LSTM, RuBERT, HAN, CNN, SciBERT, and 
Ernie 2.0. BERT, Bidirectional Encoder Representations 
from Transformers, is based on the Transformer architecture 
and is pre-trained, then fine-tuned for a specific natural lan-
guage processing task.⁵ RuBERT is a multilingual version of 
BERT pre-trained on Russian Wikipedia pages and news. At 
the same time, SciBERT is a BERT-based model pre-trained 
by Beltagy et al.⁶⁶ on 1.14 million papers in computer science 
and the biomedical field. LSTM (Long Short-Term Memory) 
is based on RNN (Recurrent Neural Network). It is said to be 
the best RNN and handles sequential data well.²⁰ BiLSTM is 
a bidirectional version of LSTM. HAN (Hierarchical Atten-
tion Network) performs well when the data is a hierarchy.²⁰ 
BERT allows users to solve tasks in a context-dependent way.⁵ 
CNN (Convolutional Neural Network) performs well in clas-
sification tasks and does not need sequential data.²⁰ Lastly, 
Ernie 2.0 is a pre-trained model that uses continual multi-task 
learning.⁶⁷

Temporal Analysis of Collected Research:
To further analyze argumentation mining applications and 

machine learning, the year of publication was collected for each 
paper to investigate how time has influenced applications and 
machine learning. Figure 4 shows the prevalence of application 
types in the collected research. Every year, an application was 
used in the 52 papers collected, and a dot was marked for that 
application. The lines in the figure show the range of years that 
the application was used. 

Most of the applications were used in research from 2018 
to 2022, possibly due to the expanding nature of the argu-
mentation mining field. While applications such as scientific 
and medical texts and Legal texts seem relatively newer, Us-
er-Generated texts and multiple applications have been used 
for longer. However, most of the applications, except for philo-
sophical texts, have been continued in recent research. 

Figure 5 shows the prevalence of machine learning models 
and methods in the collected research. For every year that a 
model or method was used in the papers collected, a dot was 
marked for the application, and the lines through the dots por-
tray the range of years that the model was used.

Figure 2: Frequency of type of ML used in the argumentation mining 
papers reviewed.

Figure 3: The frequency of machine learning models/methods used in the 
surveyed argumentation mining papers.

Figure 4: Prevalence of application in the collected research from 2011 to 
2023.
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As the figure shows, models like BERT, BiLSTM, and 
CNN have become more prevalent in recent years, reflecting 
recent developments in deep learning. Specifically, transform-
er-based models, like BERT, have been used more over recent 
years, which suggests that as deep learning models improve, 
trends in the field of argumentation mining change. While 
deep learning models are prevalent throughout recent research, 
the graph demonstrates that the use of some traditional ma-
chine learning models such as Logistic Regression, Maximum 
Entropy, and Random Forest seem to have been used less in 
recent research. Although the use of deep learning models has 
increased over time and most of the machine learning tech-
niques used in 2022 were deep learning, the data suggests that 
the traditional machine learning method SVM is still being 
used consistently, in contrast to other traditional machine 
learning models. This may be due to its past effectiveness in 
argumentation mining.

Correlations between Argumentation Mining Applica-
tions and Machine Learning Models/Methods:

To organize the information collected about application and 
machine learning, Figure 6 shows the relations between the 
various applications of argumentation mining and their use of 
neural networks, traditional machine learning, and deep learn-
ing. The thickness of each arrow in the diagram represents the 
number of papers that use the indicated type of machine learn-
ing for that application. Figure 7 shows the relations between 
the applications and the specific machine learning algorithms 
or models used. 

Figure 5: Prevalence of machine learning models and methods in the 
collected research from 2011 to 2023.

Figure 6: Relationships between the type of machine learning and 
argumentation mining applications.

Figure 7: Relationships between machine learning models/methods and 
applications of argumentation mining.

For the application of debate, one paper uses neural networks, 
one paper uses deep learning, and four use traditional machine 
learning.  Slonim used neural networks for Project Debater¹⁷, 
while Lippi and Torroni⁴⁷ used a traditional machine learning 
method, SVM, to perform argumentation mining on political 
debates. The paper did not mention the specific neural net-
work model that Project Debater used. Mestre et al.⁵¹ use the 
deep learning models BERT, BiLSTM, and CNN. Menini 
et al.⁴⁸ use SVM, while Tang⁴⁹ utilizes XGBoost. Naderi and 
Hirst⁵⁰ use SVM, as well.  

Of the four papers that performed argumentation mining 
on medical or scientific texts, two used traditional machine 
learning, and three used deep learning. Mayer et al.¹¹ used 
MARGOT. This was classified as using the traditional ma-
chine learning algorithm of SVM-HMM. Accuosto et al.⁵⁶ 
used BERT, while Fergadis et al.⁵⁷ utilized SciBERT and BiL-
STM together. Binder et al.⁵⁸ used the deep learning models 
BiLSTM, SciBERT, and CNN and also used CRF.

Four papers analyzing persuasive essays used tradition-
al machine learning, and the other three used deep learning. 
Kusmantini et al.⁴³ employed SVM. Aker et al.¹ used Random 
forest, Persing and Ng⁴⁵ used the Maximum Entropy model, 
and Wambsganns et al.⁴⁶ used SVM. Sazid and Mercer¹² used 
BiLSTM, and Wang et al.⁴⁴ chose BERT, and Eger et al.¹⁸ 
used BiLSTM.

Three papers from the non-English text application used 
traditional machine learning, while four used deep learning. 
Suhartono et al.²⁰ used LSTM and HAN, and Toledo-Ronen 
et al.⁵² used BERT, all deep learning models. SVM was used 
in Kumilachew et al.⁹ In Fishcheva et al.,⁵ both traditional ma-
chine learning (SVM) and a deep learning model (RuBERT) 
were used. Eger et al.⁵³ use BiLSTM and CRF. 

For legal text, one paper used a neural network, three used 
traditional machine learning, and two used deep learning. Xu 
et al.³ used CNN, Random Forest, and FastText, which in-
clude all three categories of traditional machine learning, deep 
learning, and neural networks. Poudyal⁵⁴ and Lippi et al.⁵⁵ 
use SVM, while Zhang et al.⁸ utilize the deep learning model 
BERT. 

Fifteen user-generated text papers reviewed used tradi-
tional machine learning, but two used deep learning, and one 
used neural networks. In 2017, Habernal and Gurevych⁴ used 
SVM-HMM for user-generated texts; in 2015, they used 
SVM for debate portals.²¹ Passon et al.²² use MARGOT, 
which utilizes SVM-HMM, while Basile et al.²³ use SVM 
and Random Forest. Aker et al.¹ also use Random Forest. Park 
and Cardie²⁴, Rocha et al.³⁰, Conceição et al.,³² and Swanson et 
al.²⁵ employ SVM. Dusmanu et al.²⁶ and Cocarascu and Toni³³ 
use logistic regression. Sobhani et al.²⁹ use NMF, Rocha, and 
Cardoso³¹ use the Maximum Entropy Model, and Sardianos 
et al.³⁴ use CRF. Chakrabarty et al.²⁷ and Tran and Litman²⁸ 
both use BERT, but Tran and Litman additionally utilize XG-
Boost. Lastly, Lytos et al.⁶⁵ use MLP. 

The paper applying argumentation mining to philosophical 
texts, created by Lawrence et al.,⁵⁹ used Naive Bayes, a tradi-
tional machine learning model. 

For the papers that used argumentation mining for multiple 
applications, six used traditional machine learning, and four 
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used deep learning. Lawrence and Reed⁶ use Naïve Bayes, Lip-
pi, and Torroni³⁵ use SVM-HMM, Rooney et al.³⁹ use SVM, 
and Lippi and Torroni⁴¹ use SVM. Mochales and Moens⁴² use 
SVM and the Maximum Entropy Model. Schiller et al.³⁶ use 
Ernie 2.0, Wambsganss et al.³⁷ use BERT, and Bouslama et 
al.⁴⁰ use CNN. Schulz et al.³⁸ use BiLSTM and CRF.

Figure 8 is a simplified version of Figure 7. SVM and SVM-
HMM were combined into the category of SVM-based 
methods. BERT, SciBERT, and RuBERT have also been 
incorporated into the category of BERT-based models. Sim-
ilarly, LSTM and BiLSTM combined to form LSTM-based 
models. As a result, the user-generated text application used 
SVM-based methods eight times and a BERT-based model 
twice. The non-English text application used a BERT-based 
model twice, an LSTM-based model twice, and an SVM-
based method once. The Scientific/Medical application used a 
BERT-based model thrice, an SVM-based method once, and 
an LSTM-based model twice.  Multiple applications used an 
SVM-based method four times, an LSTM-based model once, 
and a BERT-based model once. Persuasive Essays had one use 
of the BERT-based models, two uses of LSTM-based mod-
els, and two uses of SVM-based methods. The legal text had 
one BERT-based model and two SVM-based methods. The 
application of speech and debate had one BERT-based model, 
three SVM-based methods, and one LSTM-based model.

Synthesis, Future Work, and Limitations:
As the results from the information collected show, us-

er-generated text was the most frequent application for 
argumentation mining, with seventeen of the surveyed papers. 
Many researchers applied argumentation mining to online 
forums, articles, and comments from social media sites. Fur-
thermore, several data and corpora have been collected and 
annotated in this field. The interest in argumentation mining 
for user-generated texts may be prevalent because platforms 
such as social media and Web forums provide an insightful 
opportunity to attain information about the public’s viewpoint 
using argumentation mining and using argumentation mining 
to determine not only what but how large numbers of people 
on the Internet think can have many possible benefits, such as 
determining the political views of a large group or improving 
businesses and products based on online reviews. The second 
most frequent application was multiple applications, and the 
third was persuasive essays. There may be more research on 
multiple applications and cross-domain argumentation min-
ing due to the potential for broader argumentation mining 
systems that can detect arguments in texts of multiple different 

Figure 8: Simplified relationship chart of machine learning models/
methods and argumentation mining applications.

domains. The focus on multiple applications is important and 
justified because such cross-domain implementations could 
reduce the need for different argumentation mining systems 
for different applications and could have lasting effects on 
how argumentation mining is applied. Furthermore, the appli-
cation of persuasive essays may have been popular due to the 
argumentative nature of such essays, and the Persuasive Essays 
corpus may have facilitated the research process.

The least common applications include philosophical texts, 
scientific and medical texts, and legal texts. The lack of re-
search on literary or philosophical texts may be because many 
of these texts may need to provide a clear argument or take 
too long to annotate. Yet, there is more potential for research 
in scientific texts because detecting arguments could help 
summarize papers and simplify research for a more general 
audience. Compared to other applications, the research in this 
domain is not sufficient. Because of the relative lack of research 
in this application compared to others, there is an opening in 
the field to further test and improve argumentation mining for 
scientific or medical texts. 

SVM, a traditional machine learning method, was the most 
frequent method used throughout all applications, followed by 
the deep learning model BERT and then by BiLSTM. Overall, 
SVM-based models were the most popular in argumentation 
mining and were also used, as shown in the temporal analy-
sis, throughout many years. BERT may have also been widely 
used because of its previous efficacy in some natural language 
processing tasks⁶⁸ and because it can perform well with less 
annotated data.⁸ Other BERT-based models, like SciBERT 
and RuBERT, which are pre-trained on data for a specific do-
main, can also perform well in that specific domain. Further 
usage of BERT-based models and other transformer-based 
models can improve results in multiple domains while also re-
ducing the amount of data and annotation necessary. SVM 
may have surpassed other deep learning models overall due 
to its consistent use throughout the years. Still, there has been 
an overall shift to deep learning in argumentation mining, 
as evidenced by the temporal graphs (Figure 5). Despite this 
shift, future research should still experiment with traditional 
machine learning methods that have succeeded in this field, 
such as SVM. It should evaluate the training, implementation, 
and results differences between traditional machine learning 
and deep learning for argumentation mining.

The strongest correlation between applications and ma-
chine learning models was between user-generated texts and 
SVM-based methods. This could indicate that SVM works 
particularly well for this application. Future research in us-
er-generated text applications may still want to continue to 
use SVM due to its proven effectiveness from past research. 
However, the difference between the number of papers using 
traditional machine learning and the number using deep learn-
ing for user-generated texts is large; further work is necessary 
to investigate if deep learning is a good fit for user-generated 
texts. Speech and debate, legal text, and multiple applications 
all also preferred SVM-based methods.

On the other hand, scientific and medical texts preferred 
BERT-based models, which is unsurprising because it is a 
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more recent application. Non-English text preferred BERT-
based models and LSTM-based models. Along with scientific 
and medical text, this application was one of the only ones not 
to prefer an SVM-based model. Non-English text’s preference 
for BERT and LSTM-based models is worth further research, 
considering that it is one of the older applications. 

Furthermore, more popular applications, such as user-gen-
erated texts and multiple applications, had a wide spread of 
machine learning models or methods used in the research. In 
contrast, applications such as speech and debate or scientific 
or medical texts used fewer models overall. This reflects the 
results from the application graph (Figure 1) and reveals a 
correlation between the number of papers that used an ap-
plication and how large the spread of tested machine learning 
models or methods for that application was. This reinforces 
the idea that further research in less-used applications is nec-
essary because it allows researchers to experiment with more 
machine learning models and introduce findings that can in-
form further investigation for that application. Because of this, 
future research can focus on using domains such as scientific 
and medical text, philosophical text, and legal text while also 
broadening the types and amounts of machine learning mod-
els or methods used for these applications. 

The limitations of this study include that only 52 papers 
were included in the diagrams and figures. Future research 
could expand on this paper’s findings by analyzing and adding 
more papers to the data collected in this literature review. 
�   Conclusion
There have been many applications of argumentation min-

ing in recent years, with researchers investigating its role in 
analyzing user-generated texts, non-English texts, contribu-
tions to the process of argumentation mining, persuasive essays, 
speeches or debates, legal texts, scientific or medical texts, phil-
osophical texts, and systems for the general public’s use. The 
most commonly used models are SVM, BERT, and BiLSTM, 
and the current literature has tested traditional machine learn-
ing more than deep learning. The main contribution of this 
paper was to determine any relationships between applications 
and machine learning models. The most evident relations are 
that studies on user-generated texts strongly tend to use SVM-
based methods, while research on medical/scientific texts used 
BERT-based models. The application of speech/debate also 
tended to lean towards SVM-based methods, while non-En-
glish texts preferred BERT-based and LSTM-based models. 

This literature review implies that future researchers may 
want to focus on researching less used applications such as 
scientific and medical text more while broadening the range 
of machine learning methods used for these applications. 
Furthermore, the field of argumentation mining could bene-
fit immensely from continued research on transformer-based 
models like BERT. Still, argumentation mining systems may 
also want to continue to use SVM-based methods due to 
their proven effectiveness from past research. Finally, future 
research could analyze how deep learning and traditional ma-
chine learning compare for user-generated texts since most of 
the research collected on this application was for traditional 

machine learning and non-English texts since it favors deep 
learning despite being used earlier. 
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