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Kurzfassung

Die Einteilung der Bevélkerung in Gruppen mit abném Verkehrsverhalten ist in der Ver-

kehrsverhaltensforschung bereits recht lange eidatige Frage. Das Ziel einer solchen Klassi-
fizierung ist es, Gruppen zu identifizieren, dertilylieder innerhalb einer Gruppe zueinander
ahnlich sind, sich aber vom Verkehrsverhalten daséhen anderer Gruppen deutlich unter-
scheiden. Trotz der langen Tradition solche Gruppekonstruieren, hat es in den letzten 20
Jahren wenig Fortschritte auf diesem Gebiet gegdbarge altere (Kutter, 1972, Pas, 1983;
Schmiedel, 1984, Huff and Hanson, 1986, 1988blest@nmer noch den “state of the art” dar.

Dies ist umso erstaunlicher wenn man sich vor Augart, dass diese Einteilungen alles ande-
re als zufriedenstellend sind, da innerhalb dermp@en eine sehr grosse Variabilitat verbleibt.
Dies liegt in erster Linie an zwei Hindernissenstens mangelt es an geeigneten Langzeitdaten
und zweitens an der Frage, wie man Ahnlichkeitgigadt messen soll. Beiden Fragen wird in
diesem Aufsatz nachgegangen. Der Aufsatz unterslashAusmass intrapersoneller Variabili-
tat mit der Methode der Sequenz analyse, die nichtlie Art, sondern auch Dauer du Reihen-
folge von Aktivitaten berlcksichtigt. Die Ergebrass basierend auf der Langzeitstudie Mo-
bidrive zeigen, dass das Ausmass intrapersonedigahllitat recht hoch ist. Aus diesem Grund
wurden pro Person drei verschiedene typische Tagdifiziert und basierend auf diesen Tagen
die (ebenfalls mit Sequenzanalyse berechnetepaersonelle Variabilitat zwischen den Perso-
nen als Ausgangspunkt fur eine Clusteranalyse geragen wurde.

Die Ergebnisse zeigen, dass bezuglich der taglichdivititenprogramme sehr homogene
Cluster gebildet werden kénnen — hinsichtlich denkémmlichen betrachteten Verhaltensindi-
katoren und sozidemographischen Merkmalen isesiegh gering.

Schlagworte
Verkehrsverhalten, Variabilitat, Messung, Clustatgse, Mobidrive
Zitierungsvorschlag

Schlich, R. und K.W. Axhausen (2004) Analysing ipggsonal variability for homogeneous
groups of travellersArbeitsbericht Verkehrs- und Raumplanu@6, IVT, ETH Zirich, ZU-
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Abstract

The segmentation of the population into groupsexpte with homogenous travel behaviour
has been an important issue to travel behaviodysiador a long time.. Aim of this classifica-
tion is to identify groups of people who are vemyitar to each other concerning their travel
behaviour but clearly distinct from the memberstifer groups. Despite the long tradition to
construct behavioural homogenous groups, therenbdeen much progress in the last 20
years. Some older classifications (Kutter, 1973, R883; Schmiedel, 1984, Huff and Hanson,
1986, 1988b) are still the state of the art.

This is even more surprising as those classifinatare far from satisfactory because they only
explain a small amount of variability within theogps. This is mainly due to two different ob-
stacles: The first obstacle is the lack of suitdbfegitudinal data, the second is the gap how
similarity is measured and how the order of adésitis considered in the measurement. Both
obstacles shall be addressed in this paper.

This paper examines the amount of intrapersonaabitity with the method of multidimen-
sional sequence alignment which does not only denshe type of the performed activities but
also their order and timing. The results basedheridngitudinal Mobidrive data show that the
intrapersonal variability is quite high. For eaatrgon three typical days were calculated and
based on theses days the similarity of each pecstite others was used as a basis for cluster
analyses.

The results show that the members of each clustevexy similar in terms of daily activity
programms, but not similar in terms of sociodembgsaand traditional behavioural indicators.
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Travel behaviour, travel diary, similarity, clusteralysis, Mobidrive
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1 Introduction: Homogeounus groups

The segmentation of the population into groupseafggbe with homogenous travel behaviour
has been an important issue to travel behavioutysisafor a long time.. Aim of this
classification is to identify groups of people wace very similar to each other concerning
their travel behaviour but clearly distinct frometimembers of other groups. Despite the long
tradition to construct behavioural homogenous gsotipere has not been much progress in
the last 20 years. Some older classifications @ut972, Pas, 1983; Schmiedel, 1984, Huff
and Hanson, 1986, 1988b) are still the state ofatheThis is even more surprising as those
classifications are far from satisfactory becauseytonly explain a small amount of
variability within the groups.

Obviously there still is a need for market segmigoriaand homogeneous groups, as a proper
classification helps in the estimation of behavaumodels as they are required for the
description of simulated persons/agents in micnougition or aggregate models.

This paper wants to explore the potential of a mesasurement method of travel behaviour
similarity based on multi-day diaries to be theiddsr the identification of homogenous
groups of travellers and thus to overcome two malpstacles with existing classifications:

The first obstacle is the absence of suitable dHte. data is insufficient insofar as earlier
classifications are based on cross sectional d&tia. means that some aspects of behaviour
(e.g. the question of intrapersonal variabilityplcbnot be addressed by these classifications
at all. Moreover, Huff and Hanson (1988b) showédt the chance of misclassification of a
person is much higher if cross sectional dataésl usand thus the source of variability within
the clusters. The second problem is the gap howasity is measured and how the order of
activities is considered in the measurement. Bothstaxles (insufficient data and
measurements that cannot consider the order ofitéet) shall be addressed in this paper.

In the following section, the data obtained frone tbngitudinal study Mobidrive is briefly
presented which allows for the measurement of pettsonal variability. In the third section
the sequence alignment method as a major improvietmeneasure behavioural similarity is
introduced. The next section deals with the quedtmw variable the behaviour of one person
actually is and how many days should be requirethi® following clustering process.

The fifthth section describes the methodology usedhe clustering The resulting groups of
similar behaviour are then described in terms efrthehavioural variability as well as their
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sociodemographic structure and analyses. Finaky dlastering results are discussed and
further methodological gaps are discussed.
This paper is based on Schlich (2004) and expdredsarlier results of Schlich and Axhausen
(2003), as well as of Schlich (2003, 2001).

2 The Mobidrive six-week diary

The main cause of the lack of suitable data foraih@&lysis of intrapersonal variability is the
difficulty of obtaining the necessary data aboawé& behaviour from respondents over long
periods (Pas, 1987; Zumkeller and Chlond, 1995 3jpecific difficulties of long-duration
surveys result from the high response burden ofpdwicipants. In addition, it must be
ensured that no self-selection of respondents sy#tial interests in particular topics or with
particular travel patterns takes place. Furthermpe®ple may neglect or forget to report
trips, especially short trips, in the later partsaanulti-day or multiple-week survey (Golob
and Meurs, 1986). For these reasons, longitudirealet behaviour data has rarely been
collected until the arrival of GPS-based trackingthe mid-1990s, which by-design has to
omit important items common in travel diaries (See example Axhausen, Schonfelder,
Wolf, Oliveira and Samaga, 2004).

This gap was addressed by collecting a data sefigha a large extent uniqt It is the
result of a six-week travel diary conducted for thsearch project Motirive. Funded by the
German Federal Ministry for Education and Reseasél, persons reported 52,273 trips on
14,360 person days in spring and autumn of 19%@antsruhe and Halle/Salle, Germany. The
project consortium consisted of the PTV AG (Kartg) the Institut fur Stadtbauwesen
(RWTH Aachen) and the Institute of Transport Plagrénd Systems (IVT) at ETH Zurith
Sampling procedures, the survey instruments and daiministration are presented in
Axhausen, Zimmermann, Schonfelder, Rindsfluser araipH (2002). The data set is

! The survey has since been replicated in 2003 itz&kand. This data set has only become availdbhing
late 2004 and was not included in this analysishgusen, Lochl, Schlich, Buhl and Widmer, 2005).

% There is one comparable survey, which covers mgeaf five weeks - the Uppsala survey. This surves
conducted 1971 and is the basis of a series ofqatigins by Hanson and collaborators concerningtabil-
ity of travel behaviour (e.g. Hanson and Huff 198286 and 1988; Hanson and Burnett 1981 and 198&; H
and Hanson 1986 and 1990). It was not used hemrgréan desirable items are missing for the tepd as
the set of socio-demographic variables is verytikohi(See Schlich, Schonfelder, Hanson and Axhausen,
2004)

3 Further information is available at http://www.te/mobidrive/
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documented in Schonfelder, Schlich, Konig, Horigleerand Axhausen (2000) and available
for download at http://129.132.96.89/index.html.

Figure 1 shows for the city of Karlsruhe that thverage number of reported trips on mobile
days per persons and week exhibits no trend censigtith fatigue (These boxplots give the
quartile values and the persons with values beyba®3" and the 75 percentile by survey
wave).

Figure 1  Average number of daily trips per wavenavbile days per persons and week
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Source: Axhauseaet al. (2002)

The in-depth analysis in Axhausenal, 2002 and its extension in Axhausen et al., 20@b a
Madre, Axhausen and Brog, 2004 confirm the abseh&aigue in the data.

While the recruited households have a higher ingon@e cars and more working members
in Halle, the general indicators of travel behaviate remarkably similar to those obtained
from one-day diaries in Karlsruhe and Halle— givlee massive methodological differences
between those studies (Axhaussnal, 2002). The Mokdrive survey is therefore a unique

opportunity to analyse the patterns of interperkand intrapersonal similarity.
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3 Measuring similarity: Sequence alignment method

The major problem for previous work on the simtlaof travel patterns was the lack of a
generally accepted procedure to identify and meagumwhich accounted properly for the
multi-dimensional properties of a trip. Standardigators such as the number of trips per day,
mean trip distance, or mean trip duration neithemsaler the temporal dimension of the
activity chains, nor the complexity of behaviourdaare thus unsuitable. Various more
complete measurement methods have been suggestib@ ipast. Schlich and Axhausen
(2003) provide a literature review and presentctetecomparative results for the Mdbve
data. It is particularly controversial in the lagure which attributes to examine, how to
classify and to weight them, and how the valuethefattributes should be compared. Thus,
different measures lead to different results far Hame data (Burnett and Hanson, 1982).
Hanson and Huff (1988) generally notice that theendetail the procedure considers, the
smaller are the observed similarities.

Wilson (1998a, 1998b) recently introduced the segeealignment method to travel

behaviour research — a measurement approach thatdecs the order of actives properly.
(See Bargeman, Joh and Timmermans, 2002; Bergeéda2@D00b; Hertkorn and Kracht,

2002; Rindsfuser and Doherty, 2000; Schlich, 208d Wilson, 2001 for further applications

to travel behaviour data). Since then Joh, 2004 Jotd Arentze and Timmermans, 2001a,
2001b, 2001c, 2002 have extended the approacthasdttis now possible to measure the
similarity of travel patterns considering their tindimensional nature and their sequence. In
this form it fulfils the full requirements for thask at hand (See below for details).

The sequence alignment method was originally dgeslan molecular biology to compare
DNS or protein strings (Sankoff and Kruskal, 1983)e idea of comparing strings consisting
of a sequence of different elements was also adaptether scientific fields, e.g. speech
recognition. Wilson (1998a, 1998b) was the firstrtvoduce sequence alignment to travel
behaviour research, but the method had been adbptsdcial scientists for some time under
the nameoptimal matchinge.g. Billari, 1999; Schaeper, 1999; Erzberger Brein, 1997 or
Abbot and Tsay, 2000 for an overview).

The one-dimensional measurement of similarity iseblaon attributes such as activity type,

transport mode, starting time, trip or activity aon or trip destination. In general, one

attribute is compared for each trip of a sequeneay—the second trip duration is compared to
the second trip duration of another day. Previgye@aches than calculated the similarity as,
for example, the sum of the Euclidean distancesdmst the attribute values.

These methods do not incorporate the sequentiar aflactivities properlys=gs;....... %
and g=9[g:......0r] are two trip sequences with and m trips respectively. Imagine the
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sequences (source) andg (target) displayed in Figure 2, where each element sgpits
activities in 15 minute intervals.

Figure 2: Pair wise comparison of two sequenceesgnting activities

Example of two sequences
SSWWWW TS STHHHH TL LL LT HH
9:WWTS STHHHH TL LL LT HHHH

Calculation of siEniIarity:
dsg)= X2fx) and f(x)= 1if &g
- fx)=0ifs=g
Activities:
W: working; T: travel; S: shopping, L: leisure; kbme

Source: Schlich(2004)

If the distance between both chains would be measy pairwise comparisons with a score
of one for a mismatch and zero for a match, thieadee between both sequences would be 12
(for a string of 20 elements) although in both semes the same activities are performed in
the same order and for the same duration. The diffgrence is, that in the second sequence
all activities after work start half an hour (oravintervals) earlier and that the first string
possesses two intervals of working at the beginimstead of staying at home in the other
one. Intuitively they are very similar. Improvemento this naive way of calculating
similarities were introduced by Pas (1983) and ldanand Huff (1986) who added for
example differential weights and considered theabelependence of different attributes.
Nonetheless their similarity functions ignore theqential order of activities and their
interdependencies.

The core idea of the sequence alignment method ihvert two sequencesand g by
different, well defined operations in each othdre perations are substitution, insertion and
deletion. Insertions and substitutions are sometioatledindels The implied effort of each
operation can be accounted for by different weighlisstly, a weight of one is assigned to the
operations deletion and insertion. The weight glibstitution can be understood as the sum
of the consecutive operations of a deletion anshsertion and is thus given a value of two.

There is usually more than one way to change theesees into g by substituting, deleting
and inserting characters into the strings. The wél the smallest sum of the weighted
operations is selected and defines the Levenshdisitance (Levenshtein, 1968), as an
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equivalent to the shortest path distance in netsvdach way of equalising the sequences is
called an alignment. An example is given in Figdire

The advantage over conventional measurements bsodee, if one imagines the sequences
s=JABCDEFGH] and g1=g1[ADEBFGCH], respectivelyg2=g2[AFGBDECH] (Johet al,
2002). A pairwise comparison gives a distances wfié — with the sequence alignment it is
d(s,dl) = 4 respectivelyl(s,g3 = 6 units. The sequence alignment distinguistwsectly
between the "wrong position but the same order” 'amdng positions and different orders”
(Johet al, 2002). This approach can be used both to caéalaimilarity between two strings
as well as a distance between tAem

Figure 3: Two possible alignments for the sequesceslg

Sequences:

s=CAMBRIDGE
g=CAMPING

Distance sequence alignment :
1) substitute £B:P), s(R:1), ss(I:N), s¢/(D:G) delete £G), s(E) =>d=10
2)  substitute £B:P), delete &R), substitute gD:N), delete g(E) => d=6

Source: Schlich(2004)

The adoption of a method from a completely différeontext creates problems. The major
problem is in our case, that travel behaviour cam@orepresented by a single attribute, as
discussed above. Instead it has to be charactdmsetlltiple attributes such as trip purpose,
trip destination, travel mode or trip departure dinfunfortunately all these attributes have
different measurement scales so that the methadsédtidimensional alignment used in
molecular biology (see McClure, Vasi and Fitch, 49€annot be adopted.

If all variables were independent from each othentthe distances for k attributes could be
calculated separately. The distances could thewdighted according to their importance
with weighting factorsBx and summed. This method is called uni-dimensi@egjuence
analysis (UDSAM):

% The same fact can be expressed by the term dés{@obet al 2002) or similarity (Wilson, 1998b). Wilson
(1998b) states that none of the two expressiongleas advantages over the other. In this papetettmi-
nology of Joh is used.
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K
d(s,9) :zl[’)k (Sc» 9k)
k=1

In reality different attributes of an activity ot depend on each other — for instance, the
choice of a travel mode is influenced by the chdseation. If all attributes were connected
to each other in the same way, it would be sufficie calculate the distance as the distance
of the attribute which is given the maximum weigiMith this measurement the distance
would be smaller than measured with UDSAM. Howeweaating the different attributes of
an activities as either totally dependent or indeleat is not justified in most cases.

Generally, different attributes are partially degent. If each attribute is represented by a
single sequence, then for those attributes whiehcannected, the same operation has to be
performed at the same position in the other seqseAdor those which are independent from
each other the operations will differ. Elementstie sequence which can be aligned
simultaneously without calculating the cost twiecdéuse the same operations are performed
across attributes are called segments €lath, 2002).

Identifying segments leads to a reduction in thaltalignment costs and is thus a major task
for the calculation of the Levenshtein distance dequences with multiple attributes — this
method is called multidimensional sequence aligndiDSAM). The only way to obtain a
correct optimal result is to calculate all possialgnments and to identify the minimal cost
one. MDSAM calculations are at present not posditlidarge samples of trips due to their
enormous computing costs. Joh (2004) developedugshie approach, which approximates
the complete multidimensional approach. He propadlsatnot all alternative alignments have
to be calculated across all attributes. The se&wchan approximation starts with those
combinations, which scored the minimum distance &or attribute and tests further
combinations with small deviations from this stagtipoint. If this solution reduces the
distance, then it chosen for further iterations.isTlapproach is called the Hybrid
MultiDimensional Sequence Alignment Method (Hy-MDS&A It reduces the required
computing time substantially. Although the resugtidistances correlate very strongly with
the unidimensional approach (UDSAM) this is an im@ot advance and the method was
adopted here (with a limit of 50 iteration withqubgress).

Further problems arise from the measurement scédlédse attributes. While some attributes
are categorical, like the trip purpose, other latties are interval-scaled, such as trip duration
or trip distance. The differences between the walescaled attributes of two sequences are
lost, as these variables are currently transformigddiscrete classes.

Furthermore, the choice of the attributes and eirtiweights lack a theoretical justification at
present. As mentioned before, there is also [jtistification for the costs or penalties of the
different operations (deletion, insertion and siigbn). It is common practice in the social
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sciences (Schaeper, 1999), that the weight of aertion or a deletion is fixed as half a

substitution. For the costs of substitutions therao unambiguous criteria. In an ideal case
the costs should differ depending on the type bfstution — for example a substitution of a

trip made by foot by a bicycle trip seems to ba kespensive than a substitution by a car trip.
Unfortunately there is currently no theoreticahfievork for the determination of these costs.
In the application below, all attributes were weeghequally. Deletions and insertions had the
weight one. Substitutions had uniformly the weityt.

Dollase, Hammerich and Tokarski (2000) point todifeerences due to the different ways of
incorporating activity duration. If travel behavrois recorded with a travel diary the
beginning and end time of an activity is knownislthen possible to divide a day into time
intervals and to assign a main activity to eaclerdl. Interval lengths used in previous
applications were 5 to 15 minutes. The duratiorthef intervals will influence the results,
because long intervals will neglect short actigitiBurthermore the duration aspect dominates
the resulting similarities. A related problem imsticontext is the question of how to deal with
night hours. As they are normally equal in termslbfttributes and numerous they bias the
results. In the application below, duration wasleetgd and only the sequence of activities
considered.

4 Intrapersonal day-to-day variability

4.1 Literature

Travel behaviour analysis and transport modelsmasdihat routine behaviours dominate and
that regular trips are performed (nearly) identicaly travellers with respect to destination,
mode, timing, duration and other relevant aspeictekeomovement. It is reasonable to assume
that humans perform a high proportion of actiongularly because constraints and
obligations do not change every day. For examphe can assume that commuting trips
resemble each other concerning mode choice, rdwdEe or departure times due to nearly
stable constraints of these trips. Besides, inigkely that humans will judge their activities
anew every time. They will rather repeat an adtiyiaittern that offered them a satisfying
experience without carefully judging the alternativ

The constraints or obligations may be similar frday to day — but still the chosen activities
are not necessarily identical. Differences occuwalbise people do not have the same needs
every day. For example, it is not necessary togodrocery store every day. In particular the
motives for leisure are not identical from day &ydas are the social contexts, i.e. the persons

10
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present. A further cause of behavioural variabilgyenvironmental variation, such as the
weather and other unexpected or irregular evergsaecidents, special sporting events etc.

The question of how repetitious travel actuallyheés been the subject of investigation for
many years. However, intrapersonal variability f@ént behaviour of one person from day to
day) has played a minor role in comparison witheagsh on interpersonal variability
(differences in the behaviour of different persotisiis there are few empirical results. This is
surprising, since the question of intrapersonaiawdity is of great interest to transport
planning.

A comprehensive review of the literature is avddah Pendyala, Muthyalagari and Parashar
(2000). Intrapersonal (within a person) and intespeal (between person) variability can
have systematic, as well as random causes (seaeFHJ (Pas und Sundar, 1995). Kunert
(1994) suggested that in previous studies muclhefinterpersonal variability is caused by
intrapersonal variability. This is incidentally aason for the well-known difficulties when
defining market segments with regards to travebladur.

Figure 4 Components of total variability

Total variability of
observed behaviour

Inter-personal variability Intra-personal variability
(differences in behaviour (variances of individual
between people) behavioural routines)
Systematic Random Systematic Random
variability variability variability variability
(explained) (explained)

Adapted from Pas (1987), S. 432

Using a multi-day data set Pas and Sundar (1988)Pas (1987) showed with an analysis of
variance that between 35 percent and 50 percethiteotfotal variance is due to intrapersonal

11
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variance (with minor differences for different belwaral attributes). Pas and Koppelmann
(1986) demonstrated, that the intrapersonal vagigmdth regards to the number of trips)
varies for the different respondents. This reswis confirmed by Jones und Clarke (1988)
using their own measure of similarity between dimysworking and non-working persons.

Lipps (2002) suggested lower amounts of intrapeakswoariability (20%) and recommended

to neglect it. This results is based on time-budigéd, which may be less variable.

The most comprehensive analyses using the preyidesit dataset were performed by Huff
and Hanson (1986) and Hanson and Huff (1988a u@8)9who identified a core of regular
and consistent activities. Still, these are recaoratbiin multiple ways, so that neither a typical
work day, nor typical weekend days could be derived

Previous work has not been able to measure thé dé\day-to-day variability properly, nor
has it been able to describe the range of behavilly. If this assessment is true, then a
number of widely employed approaches and resuttsrbe dubious. A prime example are the
homogenous groups in their current form, as theybased on one and two-day surveys only
(Pas, 1987; Hanson and Huff, 1988a, Herz, 1983).

4.2 Results

This section presents a first overview over the am@f intrapersonal variability calculate
with the proposed method of sequence alignmenhtMobidrive data. For each day of one
person the distance to all other days was calallageng distance, mode, purpose, and depar-
ture time as attributes. The attributes had upveelMe classes. The average intrapersonal vari-
ability by age, sex and car ownership is givenail€ 1.

Table 1  Average intrapersoneal variability of tleéyactivity patterns (Hy-MDSAM) by
sex, age and household car ownership [Levenshisiande]

Females Males
Number of carsinthe Upto  30-60 60 and Upto 30 30-60 60 and
household 30 years Years more years Years more
years years
mean std meanstd mean std mean std meanstd mean std
0 86 23 66 11 53 31 57 16 73 29 96 29
1 74 37 70 26 55 23 65 32 72 25 64 26
2 and more 8654 79 27 104 38 59 25 69 25 42 25

Total 78 41 72 25 58 28 63 29 71 25 65 26

12
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Females, who are either younger or live in housihulith cars, have more variable patterns
than males, who show more variability when oldelivng in households with fewer cars. A
first interpretation suggests family responsitetiand work patterns for these differences. In
any case, these results confirm Pas and Koppelni®96 conclusions, that there a substan-
tial differences between person groups.

Next to the differences between person groupsdifierences between types of days over
time are of special interest. Figure 5 shows hawilar the days are by displaying the average
multidimensional Levenshtein distances resultirgmfrthe pair wise comparison of the 42

days of the Mobidrive reporting period for all respents. The bulk of the days is not all that
similar to each other. The Saturdays (6., 13., .y) dae closer to many weekdays, then the
weekdays are to each other. The days with the bigageerage distance to each other are
spread across the whole reporting period and {estef days.

Figure 5 Average day-to-day multi-dimensional Leslgrin distance (Mobidrive, all
respondents) [Levenshtein distance]
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4.3 Characterising persons and the necessary number of days

Ideally, one would describe the differences betwgensons by comparing their daily patterns
for all available days. In the case of the Mobidrdata set this would require the calculation
of the multidimensional distance measure for ovis 1 10° pairs of days. An estimated
computing effort of 15 months (0.7 * 4@inutes of CPU time for a 2003 Pentium-based per-
sonal computer) plus data handling time were iniidasand are likely to be infeasible for
similar projects. It is therefore necessary totwsgpday-to-day intrapersonal variability by a
small set of typical days This would allow the asako characterise a person in a parsimoni-
ous way.

Lipps (2001) tried to identify such a typical day focusing on the structure of the schedule.
His work is typical of the previous work in thisear Using a-priori defined main activities he
classified tours by main activity types and positaduring the day into four types. The most
frequently observed tour types were reassembledameference schedule. The observed day
which was closest to this reference schedule wastsd as the reference day for the person.

This method systematically underrepresents leisitepping and service trips (Heller-Kemp
and Lipps, 2000). Additionally Hanson and Huff'9©8b) results show that even in the best
case, a number of days are needed, if one carycidantify types at all.

If one day is not sufficient to represent a persdiehaviour then the question is how many
days are ? The Mobidrive dataset makes it posslexplore this question through the

analysis of the 360 41*41 matrices of Levenshtastadces calculated above. Using the
Ward — cluster algorithm (Ward. 1963) the days wgmauped for each person. The dendro-
gram in Figure 6 shows for example how the daysweouped for person 3. One can see for
example, how the Saturdays (days 6, 13, ... 4linareasingly brought together.

It is reasonable to assume, that the number oferkisvhich is required to explain a certain
share of the behavioural variance will vary fromrgo® to person. The average variance ex-
plained across the respondents by number of clusgeshown by Figure 7. On average ten
clusters are needed to obtain ahdR0.75. Three are needed to account for halhefex-
plained variance. It is obvious that a single repngative day is insufficient to characterise a
person’s behaviour.
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Figure 6 Cluster analysis of the reported dayp@&fson 3 (dendogram; 1 = Monday of
the first reporting week)
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The pattern of the increase in explanatory powesdwt have a kink, which would allow the
identification of an optimal number of clusters.X¢o the explanatory power it would be
useful, if the solution has an internal coherence does not require too much computing
time in the next step, the identification of thertageneous groups. The three cluster solu-
tions have on average arf & 0.45 and would allow to describe the respondents parsi-
monious way. In the next step, the internal cohezesf the clusters of the three-cluster solu-
tion was analysed. The three clusters of each pessve sorted by the number of days be-
longing to them. This makes the clusters more coalpe, as a possible cluster of Sundays
will always be smaller than a possible cluster eeldays.

The largest clusters cover nearly % of the repaitgg and the different days are represented
roughly equally (Table 2). In the second, much $enaluster the weekend days are overrep-
resented, while Fridays and days with below averagmber of trips mark the last and small-
est cluster (less then 10% of the reported days)tha three-cluster solution provides a co-
herent picture of the days and fulfils the requieatof parsimony with a reasonable to good
explanatory power, it was adopted as the basigh#onext step of the analysis.

Table 2 Properties of the clusters of the threstel solutions

Largest cluster Second largesGmallest cluster

cluster 2
Average number of days [n] 30.1 8.6 3.3
Average number of trips per day [n] 3.7 3.7 3.5
Share of Mondays [%0] 14.9 12.0 14.2
Share of Tuesdays [%)] 15.0 11.7 13.5
Share of Wednesdays [%0] 14.8 13.1 12.8
Share of Thursdays [%] 15.0 11.7 14.1
Share of Fridays [%] 14.3 13.5 16.4
Share of Saturdays [%0] 12.7 19.9 14.7
Share of Sundays [%0] 13.4 18.1 14.3

The typical or representative day of each clustas welected as that day, which had the
minimum average Levensthein distance to all othemivers of that cluster, i.e. the median
day.
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5 Homogeneous groups and interpersonal variabiltiy

5.1 Identifying person groups based on interperson al variabilty

The availability of three representative days fackeperson makes it possible to construct a
distance matrix between all persons with reasongifiibet. It is clear, that both clustering and
the selection of the median day in those clustlsces the total variability, but in contrast to
earlier work this approach maintains the complexitythe daily patterns to some extent,
while ealier work worked with averages, such asaye number of trips, median distance per
trips etc. For each person pair nine Levenshteitadces were calculated (See Figure 8)

Figure 8 Comparison of the three median days pesope

Person 1 | | Person 2 l
] ]
I 1T 1 I_Iﬁ

Tag1 Tag2 Tag3 Tag1 Tag2 Tag3 Tag1 Tag2 Tag3

Person 1
|
Tag1 Tag2 Tag3

L LILL]

Person 2
|
Tag1 Tag2 Tag3

LI

Person n
Tag1 Tag2 Tag3

The resulting matrix of 360 * 360 average multi-émsional Levenshtein distances was ana-
lysed using different clustering algorithms. Theoick of the preferred number of clusters
was based on the explanatory powef) (6% the solution and if the contribution of thexhe
higher number of clusters to the explanatory powas strongly decreasing. Figure 9 indi-
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cates that a solution employing five clusters rsseide. First, the further increase in explained
variance is small for solutions beyond 5 clust&econd, all algorythms need at least five to
capture the bulk of the variance. For the prefefie cluster solution the explained variance
is between 70 and 90 perscent of the total variafice solution of the Ward algorythm has
the highest power and is preferred in the furtimedysis.

Figure 9 Explained variance JRby number of clusters and algorythm (averageimul
dimensional Levenshtein distance between threedldays for each person)

—e—Ward
—#— Centroid
Median |- ---- -
—-—Average
—e&— Complete
Single | _____|

Anzahl der Cluster

Analysing the size of the clusters for the différatyorithms and number of clusters reveals
that the five cluster solution of the Ward algamtlavoids very small and very large clusters,
which is desirable. The others produce residuatehs with only a few members. The step
from the four to the five cluster solution of theaWl algorithm breaks up the largest previous
cluster, while the next step only identifies a tBybgroup of the second largest cluster in the
four cluster solution.

Figure 10 visualises the results of Table 3 andéldbwhich describe both the sociodemo-
graphic and travel behavioural characteristicshefdluster members. It is noticeable that the
clusters do not distinguish themselves from eatieroalong these dimensions, which is a
surprising result, given that the previous literatinad stipulated the power of the socio-
demographic variables to explain travel behaviouparticular the volume of trips.
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Figure 10

Sociodemographics and travel charagt=rist the cluster members [in %)]
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Table 3 Travel behaviour characteristics of théuSter solution (Ward based on average multi-dinogas Levenshtein distance between
three typical days for each person)

Cluster 1 (n=92) Cluster 2 (n=75) Cluster 3108) Cluster 4 (n=52) Cluster 5 (n=33)

Variable Mean Std dev Mean  Std dev Mean  Std devMean  Std dev Mean Std dev
Leisure trips [%0] 16.0 9.5 15.2 7.2 17.4 9.0 17.3 9.0 17.7 10.1
Education trips [%)] 7.0 9.9 5.0 7.2 8.3 11.1 6.0 8.1 9.3 13.1
Work trips [%0] 8.2 12.3 9.9 10.0 8.9 11.1 11.4 11.4 5.4 6.6
Shopping trips [%0] 21.1 13.8 25.5 13.2 22.0 12.3 22.7 10.3 25.8 13.9
Car based trips [%)] 45.2 29.9 48.0 30.7 45.1 30.7 394 27.8 53.1 32.9
Non-motorised trips [%] 38.8 28.6 39.0 26.4 36.8 26.1 42.8 28.1 33.8 26.6
Public transport trips [%] 15.1 21.0 12.3 20.1 17.2 20.2 16.8 23.7 12.6 17.5
Mean trip distance [km] 8.1 9.1 7.5 7.2 9.9 6.5 9.3 7.6 8.2 54
Weekend trips [%] 22.5 6.1 23.1 5.9 20.4 7.4 20.9 6.1 23.5 5.8
A.M. trips [%] 44.9 16.6 42.4 12.1 41.8 13.2 38.0 11.4 39.1 10.2
Number of persons/trip [n] 1.5 0.5 1.6 0.4 1.7 0.6 1.6 0.6 1.6 0.3
Days without trips [%] 8.7 11.0 6.6 9.7 7.5 8.5 8.0 12.7 3.4 5.8
Number of trips/day [n] 2.9 1.0 3.9 1.1 3.6 1.2 3.8 1.5 4.8 1.2

Mean Levenshteindistanz 4.9 1.7 6.4 1.9 8.7 2.9 7.0 3.7 8.3 1.8
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Table 4 Sociodemographic characteristics of thiister solution (Ward based on average multi-dinogras Levenshtein distance
between three typical days for each person)

Cluster 1 (n=92) Cluster 2 (n=75) Cluster 3 (810 Cluster 4 (n=52) Cluster 5 (n=33)
Variable Mean Std dev Mean  Std dev Mean  Std dev Mean d&td Mean  Std dev
Age [Years] 41.3 21.7 41.2 18.4 41.7 49.5 39.9 17.1 48.5 50.8
Household cars [n] 1.2 0.5 1.0 0.6 23.1 42.4 1.2 0.5 63.6 48.9
Males [%] 53.3 50.2 58.7 49.6 13.0 33.7 50.0 50.5 51.5 50.8
Being parent [%0] 21.7 41.5 40.0 49.3 69.4 46.3 44.2 50.2 6.1 24.2
Rail discount card [%] 11 10.4 2.7 16.2 20.4 40.5 11.5 32.3 81.8 39.2
Driving licence [%0] 53.3 50.2 72.0 45.2 3.7 19.0 76.9 42.5 9.1 29.2
Pupil [%] 22.8 42.2 14.7 35.6 2.8 16.5 13.5 34.5 6.1 24.2
University student [%0] 1.1 104 2.7 16.2 2.8 16.5 3.8 194 6.1 24.2
In education [%0] 5.4 22.8 0.0 0.0 14.8 35.7 3.8 19.4 12.1 33.1
Housewife [%] 4.3 20.5 4.0 19.7 4.6 21.1 3.8 19.4 6.1 24.2
Retired [%)] 26.1 44.2 16.0 36.9 6.5 24.7 13.5 34.5 3.0 17.4
Unemployed [%] 7.6 26.7 8.0 27.3 38.9 49.0 5.8 23.5 12.1 33.1
Part time[%] 8.7 28.3 13.3 34.2 5.6 23.0 7.7 26.9 33.3 47.9
Full time [%)] 22.8 42.2 38.7 49.0 42.3 49.9 31 46
Selfemployed [%)] 1.1 104 2.7 16.2 3 17 5.8 23.5 4 19
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5.2 Analysing person groups

The next steps were an ANOVA and a discriminatdyaisato check the quality of the classi-
fication and analyse the impact of various variakd@ cluster membership. The ANOVA
method was used to analyse, whether the clusterbersmp has a significant influence on
the value of the tested variable. This is indicdigdwo asterisks in Table 6. The amount of
explained variability for this variable is giventime column R

Table 5 ANOVA for cluster membership
Behavioural variables Sociodemographic variables
Variable P>F R’ P>F R?
Variable
Leisure trips [%] 0.406 0.01 Age[Years] 0.857 0.00
Education trips [%)] 0.133 0.02 Household cars [n] 0.015** 0.03
Work trips [%] 0.139 0.02 Males [%)] 0.226 0.02
Shopping trips [%] 0.120 0.02 Being parent [%] <0.001** 0.06
Car based trips [%)] 0.610 0.00 Rail discount card [%] <0.001** 0.04
Non-motorised trips [%0] 0.319 0.01 Driving licence [%] <0.001** 0.04
Public transport trips [%] 0.502 0.00 Pupil [%] 0.293 0.01
Mean trip distance [km] 0.199 0.02 University student [%] 0.646 0.01
Weekend trips [%] 0.020** 0.03 In education [%] 0.316 0.01
A.M. trips [%] 0.032** 0.03 Housewife [%)] 0.254 0.01
{\ll]meer of persons/trip 0.615 0.01 Retired [%] 0.059* 0.03
n
Days without trips [%0] 0.101 0.02 Unemployed [%] 0.776 0.00
Number of trips/day [n]  <.001** 0.17 Part time[%] 0.561 0.01
Mean Levenshteindistan: <.001** 0.26 Full time [%] 0.077* 0.02
Self employed [%] 0.088* 0.02

* significant (10% - level)
** gignificant (5% - level)

It is shown, that for the majority of variables significant connection between the cluster
membership and the characteristics of the variabteds. The number of trips in the morning
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and at weekends, the number of daily trips andawe of intrapersonal variability are excep-
tions among those variables which describe tragbbbiour. These findings are not surpris-
ing, as the temporal order of activities is a m#gak of analysis in the sequence analyses.

Among the socio-demographic variables the numbegsvsf driving licences and tickets for
the public transport per household are as wellisogmtly influenced by cluster membership
as are the share of parents, retirees, fulltimd-satf-employed people.

Yet, the amount of explained variability by clusteembership is below 7 percent for each
sociodemographic variable. The highest share ofaggxd variability is reached for the be-
havioural variables, particularly for the numberdadly trips and the amount of intrapersonal
variability with 17, respectively 26 percent.

To integrate the various variables a discriminamlysis was performed to determine the
their power to predict cluster membership jointhgandividually. The discriminant function,
also called @anonical root,is estimated as a linear combination of discrirnga(independ-
ent) variables, such that L x4 + bpx, + ... + hx, + ¢, where the b's are discriminant coeffi-
cients, the x's are discriminating variables, angl & constant. This is analogous to multiple
regression, but the b's are discriminant coeffisiavhich maximize the distance between the
means of the criterion (dependent) variable. Th&imam number of discriminant functions
to be estimated is the number of independent grauipss one. The analysis here was per-
foremd with for different number of discriminantnictions.

The functions will be evaluated by their eigenvadmel wilk’s lamda. The eigenvalue of each
discriminant function reflects the ratio of imparta of the dimensions which classify cases
of the dependent variable. If there is more tham discriminant function, the first will be the
largest and most important, the second next mgsobitant in explanatory power, and so on.
The eigenvalues assess relative importance bedhegeeflect the percents of variance ex-
plained in the dependent variable summing to 100@alf functions.

The following tables show, that the eigenvalueois for all four functions, which means that
the devation of the values between the clustetswscompared to the deviation within the
clusters. The column percentage of variance shoshaamount of deviation of all values
can be explained by each discriminant function it usual pattern of declining contribu-
tions.
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Table 6 Explanatory power and significance of tlserminate functions

Discriminate function Wilks' Significance  Eigenvalue % of variance
Lambda**

1 0.81 0.00 0.12 51.36

2 0.90 0.00 0.07 32.52

3 0.96 0.24 0.03 15.01

4 1.00 0.93 0.00 1.11

** combination of functions (row 1: function 1-4w 2: function 2-4, etc.)

Wilks's lambda is used to test mean differencesh siiat the smaller the lambda for a func-
tion, the more it contributes to the discriminatitambda varies from 0O to 1, with 0 meaning
group means differ and 1 meaning all group meamshar same.

For the last two functions the hypotheses of idahtnean values cannot be rejected. For this
reason — and because of the smaller eigenvaluesé functions — only the coefficients of
first two discrimant functions will be considerélthe standardised and non standardises val-
ues of the coefficients of those functions are showe following table— to evaluate the im-
pact of a variable the standardises coefficient® ta be compared.

In the first discriminant function the possessidraalriving licence or a rail discount card as
well as gender have the highest impact on clustambership. Being parent is the strongest
variable in the second discriminant functionsldiekd by the possession of a a rail discount
card and gender.

25



Analysing ... September 2005

Table 7 Coefficients of the first two discrimindahctions

Function 1 Function 2

Coefficient standardised- Coefficient standardised

Coefficient Coefficient

Gender -0.65 -0.32 0.90 0.45
Age -0.03 -0.53 -0.01 -0.19
Driving licence [y/n] 1.48 0.68 0.29 0.13
Employed [y/n] 0.40 0.20 -0.32 -0.16
Rail discount card [y/n] 2.06 0.52 -1.96 -0.49
No. of pvs 0.03 0.02 -0.66 -0.38
Being parent [y/n] 0.71 0.32 1.75 0.80

6 Discussion and conclusions

In contrast to the earlier literature on the ineggonal comparison of travel behaviour and on
homogeneous groups of travellers, which ignoredirif@mation contained in the sequence
of activities, this paper is based on a comprekeranalysis of just this aspect of daily behav-
iour. The multidimensional sequence analysis of (28904) is found to be an appropriate way
to capture this sequence information and to desintable measure of similarity between days
of the same or different persons. The substamialputing requirements limit its use to some
extent today, but not to extent to exclude its use.

The use of this ignored aspect of travel behavieads to the conclusion, that the persons
with similar behavioural sequences do not form geowhich can be easily identified by their

sociodemographics or their average travel behaviogence ownership, rail discount card

ownership and sex were able to predict the clusgnbership to a some extent in ANOVA

and discriminant analyses. This can be seen tada@pubinting, but on the other hand it indi-

cates new dimensions, which will need to be exploespecially as the groups show a high
degree of internal behavioural coherence, as itetichy the large explanatory power of the
five cluster solution analysed above.

This impression of the independence of this asjpent the aspects traditionally analysed was
confirmed, when the results of this clustering wavenpared to a clustering based on average
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behavioural characteristics (Schlich, 2004). Thentmership in the cluster of one solution had
no power to predict membership in the other.

The results presented here are unique both dugetorhethodology and the richness of the
behavioural data (six week diary). There is a ctesad for their replication with other multi-
ple-day data sets. There is also a need to dewelafer measures of the structure of the se-
guences, which would allow us to characterise taaohto understand their differences more
cheaply. This is true in particular, if we wantuge this information in agent-based simulation
approaches to activity scheduling, where the maariee and replication of the true level of
behavioural variability is crucial.
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