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Abstract

Flamelet models are widely used in com-
putational fluid dynamics to simulate ther-
mochemical processes in turbulent combus-
tion. These models typically employ memory-
expensive lookup tables that are predetermined
and represent the combustion process to be sim-
ulated. Artificial neural networks (ANNs) of-
fer a deep learning approach that can store this
tabular data using a small number of network
weights, potentially reducing the memory de-
mands of complex simulations by orders of mag-
nitude. However, ANNs with standard training
losses often struggle with underrepresented tar-
gets in multivariate regression tasks, e.g., when
learning minor species mass fractions as part
of lookup tables. This paper seeks to improve
the accuracy of an ANN when learning multi-
ple species mass fractions of a hydrogen (H2)
combustion lookup table. We assess a simple,
yet effective loss weight adjustment that outper-
forms the standard mean-squared error optimiza-
tion and enables accurate learning of all species
mass fractions, even of minor species where the
standard optimization completely fails. Further-
more, we find that the loss weight adjustment
leads to more balanced gradients in the network
training, which explains its effectiveness.

1 Introduction

Driven by the urgent need for more efficient and
less polluting combustion engines, understand-
ing and modeling of thermochemical processes
through computational fluid dynamics (CFD)
has become an essential part in engineering.
To cope with the huge computational demands
of including detailed chemical reaction mech-
anisms in three-dimensional simulations, sev-
eral approaches for simulating turbulent combus-
tion have been developed over the past decades.
Flamelet models are widely used in CFD and
belong to a category of approaches which may
utilize indexing of a predetermined lookup table
to accelerate calculations during simulation run-
time. These lookup tables contain all the nec-
essary information of the thermochemical pro-
cess and can take up several gigabytes of mem-
ory space, potentially hindering their applicabil-
ity for complex simulations when resources are
scarce.

With the recent upsurge of scientific deep
learning (DL), the use of ANNs has become pop-
ular, since ANNs can store the information of
lookup tables with a finite, possibly small, num-
ber of network weights. Several approaches have
been introduced, and differ in the choice of in-
put (control) variables and predicted (thermo-
chemical) scalars of the lookup table. Recently,
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[MJDB23] has successfully demonstrated the use
of an ANN-based approach in the simulation
of a turbulent premixed flame, while reducing
the memory size of the flamelet table by around
92%. Furthermore, [HKH+21] also employed an
ANN model for simulating water-sprayed turbu-
lent combustion and reported reduced memory
demands, while achieving a comparable accuracy
to that of a conventional flamelet-generated man-
ifold (FGM) approach.

However, a common challenge in DL for tab-
ulating lookup tables is simultaneously learn-
ing and predicting multiple species mass frac-
tions with a single ANN. ANNs performing a
multivariate regression task often struggle to ac-
curately predicting minor species, whose target
mass fractions are much smaller than those of
major species. This issue was explicitly reported
in [OKA+20] and [DRJ22], and is usually ad-
dressed by learning smaller groups of species
with similar orders of magnitude of mass frac-
tion. Such clustering approach is followed, e.g.,
in [DRRJ21] by the multiple multilayer percep-
tron (MMP) approach, in [OKP21] by the mix-
ture of experts (MoE) approach or in [RLLE21]
by self-organizing maps (SOM). Overall, these
methods are effective in learning species mass
fractions of lookup tables, but they often come
with an increased computational expense since
multiple ANN instances have to be trained.

This work aims at improving the overall accu-
racy of a single ANN which is trained on mul-
tiple species mass fractions of thermochemical
processes. To cope with the different ranges of
target values, we employ a simple loss weight
adjustment and test this approach in learning
a lookup table of H2 combustion which involves
nine species. This system is chosen due to the
current interest for combustion applications. We
compare the accuracy of the loss weight adjust-
ment with the use of standard mean-squared er-
ror (MSE) optimization. We study backpropa-
gated gradients in the optimization and observe
that the loss weight adjustment leads to more
balanced gradients, which explains its effective-
ness in learning multiple species with different
target mass fractions.

2 Background

2.1 Flamelet Model

The flamelet model, initially derived by Pe-
ters [Pet88], assumes that a turbulent flame is
an ensemble of laminar one-dimensional reacting
structures, referred to as ’flamelets’. Flamelets
are solved externally in ad-hoc solvers, from
which the thermochemical state in terms of tem-
perature T and species mass fraction Yj is re-
trieved and later fed into the CFD code. This
approach overcomes the need to solve a trans-
port equation for each species in every cell of
the computational domain. Some flamelet meth-
ods are tabulated to allow for accelerated CFD-
flamelet interactions during simulation run-time.
Depending on the flame configuration, differ-
ent approaches may be followed; for example,
in the current approach an Unsteady Flamelet
Progress Variable (UFPV) tabulation depend-
ing on mixture fraction Z (local fuel-air ratio),
progress variable C (chemical evolution from in-
ert to steady conditions) and scalar dissipation
rate χ (related to the spatial gradient along the
1D flamelet domain) is followed [NNPW15].

2.2 Artificial Neural Networks

ANNs are the ’work horse’ of deep learning, due
to their ability of approximating any continuous
function given sufficient expressive power (uni-
versal approximation theorem). Their flexibil-
ity has rendered ANNs suitable for substituting
lookup tables, i.e., to learn the nonlinear map-
ping X �→ Y , with X ∈ R

D denoting the input
control variables and Y ∈ R

d the approximated
thermochemical scalars, in this work the species
mass fractions Yj .

2.2.1 Deep Multilayer Perceptron

Multilayer perceptrons (MLPs) are a simple class
of feedforward ANNs with multiple layers of per-
ceptrons (or neurons) which are fully-connected.
For a fully-connected MLP with L layers, the
network’s output is given by the recursive appli-
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cation of activations

Y = fL(WL, · · · , f2(W2, f1(W1,X)) · · · ), (1)

where Wl contains the weights and biases θi,l of
layer l, and fl denotes the neuron’s activation
function of that layer. The activation functions
are (except for the final layer) nonlinear where
common choices for regression tasks are the hy-
perbolic tangent (tanh) or Sigmoid linear unit
(swish). For simplicity, we denote the weights
and biases of the full network function with a
single weight vector θ.

2.2.2 Loss Function & Optimization

To train the ANN on a specific task, the selection
of an appropriate loss function is necessary. A
common choice for regression tasks in DL is the
well-known MSE loss

L(θ) = 1

N

N∑
i=1

(
Y (i) − Y

(i)
θ

)2
, (2)

with training examples
{
(X(i),Y (i))

}N

i=1
and Yθ

denoting the network’s output. The optimiza-
tion, i.e., finding the network weights that min-
imize the loss function, is performed in an iter-
ative (gradient-based) process and according to
the general update rule

θn+1 ← θn − α
∂L
∂θ

, (3)

where α denotes the learning rate. The gradients
of the loss function w.r.t. the network weights
can be calculated via the backpropagation algo-
rithm that is part of modern deep learning li-
braries.

3 Methods

This section provides details on the loss weight
adjustment that will be used in our experiments.
We start by splitting the multivariate MSE loss
from Equation (2) into the individual species
mass fractions Y = (Y0, Y1, . . . , Yd)

T

L(θ) = 1

N

N∑
i=1

d∑
j=1

(
Y

(i)
j − Y

(i)
j,θ

)2
, (4)

where Yj,θ is the network’s output of the j-th
species mass fraction. Furthermore, we can write

L(θ) =
d∑

j=1

Lj(θ), (5)

where Lj is the univariate MSE, cf. Equa-
tion (2), for each individual species mass frac-
tion Yj . From this perspective, the use of the
MSE optimization in multivariate regression can
be seen as a single objective by (linear) scalariza-
tion of the multiple objectives, where each objec-
tive is given by the optimization of a single target
species mass fraction with a weight equal to one.
Equations (2), (4) and (5) denote the same loss
function which we will refer to as standard MSE
for the later course of this work. According to
Equation (5), the gradient update rule can be
written in the form

θn+1 ← θn − α

d∑
j=1

∂Lj

∂θ
, (6)

which implies that different orders of loss magni-
tudes yield different contributions to the gradient
update. This can have serious consequences for
the final training outcome as it will be demon-
strated in the later part of this work.

3.1 Loss Weight Adjustment

In general, loss weights are commonly used in
DL, ranging from Lagrange multipliers that ad-
just the strength of L1 (lasso) or L2 (ridge)
regularization, to hyperparameters that adjust
the importance of different objectives in physics-
informed neural networks [RPG21] or variational
autoencoders [KW+19]. For our porpose, we
note that the MSE loss is bound to absolute
ranges of targets. Hence, by assuming that the
ANN induces equal relative errors across the dif-
ferent species mass fractions, the standard MSE
and respective gradients are potentially domi-
nated by species with larger mass fractions. To
compensate this, we consider weighting the in-
dividual components in Equation (5) according
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to

L(θ) =
d∑

j=1

ωjLj(θ), (7)

where ωj is a scalar weight. Thus, individual
gradients in the update rule are also scaled by

θn+1 ← θn − α
d∑

j=1

ωj
∂Lj

∂θ
. (8)

The choice of appropriate loss weights ωj is cru-
cial for the success of this approach. In this work,
we choose the variance as a measure of disper-
sion, to determine how far individual mass frac-
tions Yj are spread out from their average value
Ȳj

ωj :=
1

Var(Yj)
, (9)

with Var(Yj) =
∑N

i=1(Y
(i)
j − Ȳ

(i)
j )2/N . This ef-

fectively assigns greater loss weights to minor
species with smaller mass fractions compared to
those with larger mass fractions. Furthermore,
determining the variance of species mass frac-
tions has to be performed only once prior net-
work training which is a computationally cheap
and robust method for selecting adequate loss
weights. The weights can be applied either di-
rectly at the loss computation in Equation (7) or
in the gradient update rule in Equation (8) us-
ing the standard MSE. Both methods effectively
scale the gradients in the final optimization step
and will be later on referred to as weighted MSE
optimization.

4 Experimental Setting

4.1 Datasets

For our experiments we use a single databases,
representing the lookup table for H2 combustion,
as computed with the flamelet method discussed
in Section 2.1. The database contains 6.7 million
data points with nine species mass fractions. De-
tails on the involved species can be taken from
Table 1. We choose as input the progress variable
C, the mixture fraction Z and scalar dissipation

rate χ and approximate Y (C,Z, χ) with a sin-
gle ANN where Y ∈ R

9. A 80/10/10 dataset
split is used where 80% of the database is taken
for training, and 10% for validation and testing,
respectively.

4.2 Network Architecture & Opti-
mization

We use fully-connected ANNs with four hid-
den layers, 50 neurons per layer and tanh ac-
tivation function. For the output neurons, we
use a softmax logistic layer to account for mass
conservation in the species mass fractions, since∑

j Yj = 1. The network weights are initial-
ized using Glorot initialization and inputs are
scaled using MinMax feature scaling. The ANNs
are optimized with stochastic gradient-descent
on mini-batches of size 1024, i.e., the loss func-
tion for the standard or weighted optimization is
computed over 1024 consecutive training points.
We choose a learning rate of α = 0.001 and per-
form 50 iterations (epochs) through the entire
training dataset.

5 Results

Our experiments are arranged as follows: first,
in Section 5.1 we train and test a single ANN
on the H2 database by using the standard MSE
optimization as discussed in Section 2.2.2. Next,
the loss weight adjustment, as introduced in Sec-
tion 3.1, is applied and results are presented in
Section 5.2. Finally, in Section 5.3 we extend and
compare the two optimization approaches on dif-
ferent splits of training and validation set. We
measure the final accuracy in terms of coefficient
of determination

R2 = 1−
∑N

i

(
Y

(i)
j − Y

(i)
j,θ

)2

∑N
i

(
Y

(i)
j − Ȳj

)2 , (10)

for each species mass fraction Yj on the test set,
and use the validation set to record the MSE
of each individual species and backpropagated
gradients during optimization.
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Figure 1: Standard MSE Optimization. True vs. predicted species mass fractions for the nine
species in the H2 test set. A perfect fit is indicated by the diagonal, dashed line. The accuracy in
terms of the R2 score is shown in red. Minor species, such as HO2 or H2O2, are not learned accurately.

5.1 Standard MSE Optimization

For the first experiment, we train a single ANN
on the H2 database using the standard MSE op-
timization. Figure 1 shows the true versus pre-
dicted species mass fractions of the nine species
in the H2 database, evaluated on the test set. A
perfect fit is indicated by the diagonal, dashed
line and the accuracy (in terms of R2) is given
in the upper left corner. We note that the order
of species is based on absolute ranges of species
mass fractions, decreasing from left to right and
top to bottom. From the figure it is evident that,
while major species such as N2, O2, H2O and
H2 are predicted well (R2 > 99%), the accuracy
drops considerably for minor species, in particu-
lar for H2O2 with a R2 value below zero. To in-
vestigate this issue further, we refer to Figure 2
which shows the individual losses and backprop-
agated gradients, evaluated on the validation set
during the optimization. For simplicity, we use
the standard deviation of backpropagated gradi-
ents as a general measure of gradient informa-
tion that updates the network weights. In Fig-
ure 2b, we observe unbalanced gradients across
the different species, with minor species having

significant lower gradients than major species.
The discrepancy originates from the spread in
the individual losses where, as already discussed
in Section 3, the contribution from major species
to the loss and gradient update is significantly
larger. This explains why mass fractions of ma-
jor species in Figure 1 are learned more accu-
rately than that of minor species, even when the
network size or learning rate is varied (also tested
but not shown).

5.2 Weighted MSE Optimization

We now perform the same training and testing
procedure as before, but this time apply the loss
weight adjustment explained in Section 3.1. Fig-
ure 4 shows the true versus predicted species
mass fractions of the nine species in the H2

database, evaluated on the test set. We observe
a nearly perfect fit (R2 ≈ 100%) of all species
mass fractions, even for minor species. Figure 3
shows the individual losses and backpropagated
gradients, evaluated on the validation set during
the optimization. By looking at the individual
losses (Figure 3a), it is evident that, in compari-
son to the previous results, there is an equal and

8
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Figure 2: Standard MSE Optimization.
Recorded (a) species loss and (b) backpropa-
gated gradients for each of the nine species in
the H2 database. The unbalanced gradients dur-
ing optimization explain the issue in learning the
minor species, in particular H2O2 (cf Figure 1).

continuous improvement across all species. This
can be explained by Figure 3b which shows that
backpropagated gradients are mostly in balance
during optimization and, hence, account for an
equal and continuous learning of all species mass
fractions. We note that although gradients start
at a much different range when the loss weight
adjustment is applied, the same initial learning
rate of α = 0.001 still works well as a decent step
size that results in balanced gradients during op-
timization.

5.3 Comparison & Summary

While the previous results have demonstrated
the effectiveness of the loss weight adjustment
on a single experimental setup, it remains un-
clear whether this can be extended to the gen-
eral case, especially on different dataset splits.
To this end, we train and test multiple networks.
We record the average accuracy over ten differ-

Figure 3: Weighted MSE Optimization.
Recorded (a) species loss and (b) backpropa-
gated gradients for each of the nine species in
the H2 database. The balanced gradients during
optimization explain the success in a equal and
continuous learning of all species (cf Figure 4).

ent ANN instances, each uses a unique seed for
the initialization of network weights, and split of
training and validation set. We optimize them
with and without the loss weight adjustment.

The results can be found in Table 1. In the ta-
ble header, each species and the respective vari-
ance of its mass fraction Var(Yj) is listed. The
main table shows the mean and standard devia-
tion of the R2 score over the ten individual runs
as determined on the test set. R2 scores below
zero are listed as < 0. From the table it is evi-
dent that the use of the loss weight adjustment
vastly outperforms the standard optimization in
accurately learning all species, in particular mi-
nor species mass fractions where the standard
optimization completely fails. In summary, these
results demonstrate the effectiveness of the loss
weight adjustment which resolves issues in learn-
ing species mass fractions on different scales.
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Figure 4: Weighted MSE Optimization. True vs. predicted species mass fractions for the nine
species in the H2 test set. A perfect fit is indicated by the diagonal, dashed line. The accuracy in
terms of the R2 score is shown in red. All species in the database are learned perfectly (R2 ≈ 100),
even minor ones.

Table 1: ANN performance (R2, mean and standard deviation over ten uniquely trained instances) on
the nine species of the H2 database. R2 scores below zero are listed as < 0. Significant improvement
on minor species is achieved when the loss weight adjustment is applied.
Specie N2 O2 H2O H2 OH O H HO2 H2O2

Var(Yj) 6.22 · 10−2 5.48 · 10−2 2.18 · 10−2 6.73 · 10−3 2.97 · 10−4 2.87 · 10−4 8.07 · 10−5 4.33 · 10−5 1.24 · 10−5

standard 100.00± 0.01 100.00± 0.01 99.99± 0.01 99.99± 0.01 98.85± 0.30 99.00± 0.29 93.59± 5.69 58.42± 2.98 < 0

weighted 100.00± 0.01 100.00± 0.01 99.99± 0.01 100.00± 0.01 99.98± 0.02 99.98± 0.02 99.98± 0.01 99.98± 0.01 99.97± 0.01

6 Conclusion

The use of ANNs for replacing lookup tables of
flamelet models has become a prominent tool to
cope with the huge computational expenses of
turbulent combustion modeling. Training ANNs
on such tabular data usually involves learning
multiple species mass fractions with different
characteristics. This work discussed a simple,
yet effective loss weight adjustment that balances
the loss gradients of different species and brings
the ANN optimization to scale. This signifi-
cantly improved the overall accuracy of a single
ANN, performing a multivariate regression task
on several species with different mass fractions.
Future work will be devoted to extending this ap-
proach to more complex systems. In general, our

results provide valuable insights into using ANNs
for multivariate regression tasks and may find
further use in several disciplines beyond thermo-
chemical processes, such as multiscale and mul-
tiphysics modelling.
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Abstract

Surface-enhanced Raman spectroscopy (SERS)
with in situ or colloidal produced metallic
nanoparticles is a powerful tool for fast and re-
liable measurement of pro- and eukaryotic cells.
Recently, much research has been focused on the
use of a wide range of machine learning meth-
ods to detect minute differences in the spectra of
various groups of cells. One aspect which is of-
ten neglected in current literature is the No Free
Lunch Theorem, which states that one cannot
assume a priori that a specific method is appro-
priate for a given task. Accordingly, we com-
pare a wide range of commonly used linear and
nonlinear classification methods applied to three
biological datasets (prokaryotic cells, cyanobac-
teria, and Hodgkin lymphoma cells) and assess
their performance and interpretability. Results
demonstrate that while a pre-selection based on
the size of the dataset and the complexity of the
classification task at hand, comparing several al-
gorithms is still crucial to achieving optimal per-
formance. For this purpose, the Python tool de-
veloped herein was made to be easily adaptable
for different data and classification methods.

1 Introduction

Over the last two decades, Raman spectroscopy
has gained significant popularity as a fast and

nondestructive analytical tool in many areas of
research, ranging from material science and envi-
ronmental analysis to food safety and medicine
[Pro16]. In conjunction with the amplification
of the intrinsically weak Raman signals through
surface-enhanced Raman spectroscopy (SERS),
chemical fingerprinting data can be collected for
a wide range of samples [Sch14]. Furthermore,
the relatively short excitation wavelengths used
in Raman spectroscopy enable spatially resolved
measurements when coupled with an optical mi-
croscope, for instance of individuals cells.

Previously, SERS has been investigated as
a monitoring tool for polyhydroxy butyrate
(PHB) production processes in cyanobacteria
[HLD+20]. More subtle differences caused by
chemotherapeutic treatment of Hodgkin lym-
phoma cells were also identified by SERS
[Zim22].

Nevertheless, SERS also has some significant
limitations, especially the low level of repro-
ducibility of the SERS enhancement. Further-
more, the overwhelming dominance of amino and
nucleic acids in spectra of biological samples cre-
ates additional challenges for the implementation
of SERS as a routine method [CPS+14]. Another
common issue when analyzing biological sam-
ples is background fluorescence which can often
drown out the weak Raman signal, although this
is less of a problem in SERS measurements. As
a result of these challenges, extracting useful in-
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formation from SERS spectra remains a difficult
task, especially for complex biological samples.
To detect the often minute differences between
spectra of different classes, a wide range of ma-
chine learning (ML) methods has been applied
in recent years [RL20].

Despite the numerous advantages provided by
these techniques, it is crucial to acknowledge the
fundamental principle of the No Free Lunch The-
orem, which asserts that there can be no single
optimal algorithm for all possible learning tasks
[Wol96]. As a result, comparing different meth-
ods is necessary for achieving optimal classifi-
cation performance. Such a selection process is
however often neglected – or at least not explic-
itly discussed – in current Raman spectroscopic
literature [TLY+21].

A wide range of classification algorithms are
available and regularly used for Raman spectro-
scopic data. In many cases, relatively simple lin-
ear models are entirely sufficient. Linear Dis-
criminant Analysis (LDA) – usually combined
with Principal Component Analysis (PCA) for
dimensionality reduction – is commonly used, al-
though other linear models such as logistic re-
gression and (linear) support vector machines
(SVMs) are also employed [PZD+21]. In re-
cent years, nonlinear methods including random
forests, kernel SVMs and artificial neural net-
works (ANNs) have been increasingly applied to
Raman spectroscopic data to identify minute dif-
ferences in complex biological samples [LTC+20].

As one of the most commonly used tech-
niques for linear classification of Raman spectra,
we selected PCA-LDA as the starting point for
this comparison. We first explored other linear
methods, starting with alternative dimensional-
ity reduction techniques such as non-negative
matrix factorization (NMF) [LS99], feature ag-
glomeration/clustering (FA), and feature selec-
tion via peak detection. With logistic regres-
sion and SVMs we then examined other linear
classifiers which do not require a separate di-
mensionality reduction step and compared dif-
ferent regularization strategies (using the �1 or
�2 norms) to optimize performance and inter-
pretability. For nonlinear models, we focused on

decision trees and two types of tree ensembles,
random forests [FGE14] and gradient-boosted
decision trees (GBDT) [NK13]. Other nonlin-
ear techniques such as SVMs and ANNs were
considered but ultimately not used due to their
poor interpretability and (especially for ANNs)
large number of samples required.

Three biological datasets were analyzed using
the presented workflow, the first two of which
have already undergone simple exploratory data
analysis in previous works:

• Prokaryote dataset: differentiation between
cells of E. coli and Paenibacillus polymyxa,
with the aim of detecting bacterial species
in hospital sewage [Ste18]

• Cyanobacteria: detection of stored polyhy-
droxy butyrate (PHB), which is of interest
for the biopolymer industry as biodegrad-
able plastic [RGD+20, HLD+20]

• Hodgkin lymphoma (HL) cells: determining
the effect of cytostatic treatment compared
to an untreated control [Zim22]

These datasets follow a gradient of increasing
complexity. As such, the classification of bac-
terial species is expected to be relatively easily
achievable due to differences in metabolism and
cell structure, while PHB production in a single
cyanobacterial species may be more difficult to
accomplish. In contrast, human HL cells under-
going cytostatic treatment present a more com-
plex analysis environment, and the differences in-
troduced by the treatment are likely more subtle.

2 Methods

2.1 Cell culture

Prokaryotes dataset E. coli (strain: DSM498)
and Paenibacillus polymyxa (strain: CCI-
25CAIT) were cultivated overnight on LB/M9
and GSC medium respectively, as described in
[Ste18]. Cultures were incubated at 37 ◦C for
E. coli and 30 ◦C for P. polymyxa. After washing
with deionized water, the samples were spotted
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onto CaF2 slides and allowed to dry at room tem-
perature. 149 spectra of E. coli and 77 spectra
of P. polymyxa were collected.

Cyanobacteria dataset Synechocystis sp.
PCC6803 was grown in variations of the com-
mon BG11 medium. For a low intracellular
PHB level the full medium was used, while
nitrogen- and phosphorous-limited conditions re-
sulted in PHB being stored as an energy reserve.
Signal enhancement was achieved with in situ-
reduced Ag-colloids as described in [HLD+20].
The dataset consists of 50 spectra per PHB level
(low/high).

HL dataset Three biological replicates of the
HL cell line L-540 [DKS+81] were cultivated us-
ing 80% RPMI-1640 and 20% fetal calf serum
(FCS). Additionally, 1% each of sodium pyru-
vate and Penicillin/Streptomycin solutions were
added. After 72 h initial incubation, 25 μg/mL
Etoposide was added to the treatment group.
The control group was cultivated without Etopo-
side. After a further 24 h the cells were harvested
and measured using colloidal gold nanoparticles
as described in [BHCR+16]. For each replicate
at least 100 spectra were recorded, giving a total
of 300 spectra per group. [Zim22]

SERS measurements were carried out on the
Senterra I Raman micro-spectroscope (Bruker,
Billerica) using a 50x objective and CaF2 slides
(Crystran unlimited, Poole). Measurement pa-
rameters for each dataset are listed in table 1.

Table 1: Main parameters for Raman data acqui-
sition of each dataset using the Senterra I Raman
micro-spectroscope.

Prok. Cyano. HL

Laser [nm] 532 785 785
Laser power [mW] 20 10 25
Aperture [μm] 50× 1000 25× 1000 50× 1000
Resolution [cm−1] 9–15 9–15 3–5
Spectral range [cm−1] 60–4450 90–3500 440–1810
Integration time [s] 10 1 5
Coadditions 2 5 4

2.2 Data preprocessing

After data acquisition, the first step to ensure
data quality is to remove spectra of low inten-
sity and peak count. We used a self-developed,
automated tool to assess the quality of the Ra-
man spectra [ZLPH21]. After the quality con-
trol step 50 spectra from the Cyanobacteria and
Prokaryotes datasets and 300 spectra from the
HL dataset were retained per class. Background
fluorescence was removed by baseline correction
via the asymmetric least squares algorithm, af-
ter which measurement noise was smoothed us-
ing a 3rd order Savitzky-Golay filter with a win-
dow size of 15. Finally, vector normalization was
applied to compensate variations in overall in-
tensity [Zim22].

2.3 Cross-validation

To ensure an unbiased estimate of model perfor-
mance while still making full use of the limited
available data, we employed a nested 5-fold cross-
validation (CV) scheme. The outer CV was used
to obtain performance estimates on independent
test sets. On the other hand, the inner CV op-
timized the various hyperparameters which con-
trol model complexity and therefore affect over-
and underfitting. This nested CV was applied
to each of the examined classification methods,
which are shown in figure 1.

For PCA-LDA and NMF-LDA, complexity
was controlled via the number of components
that was passed on to LDA. Similarly, FA-LDA
utilized the allowed number of clusters for com-
plexity control. In all three cases, a higher value
resulted in a more complex model. In contrast,
for feature selection via peak detection (Peak-
LDA) the minimum distance between neighbor-
ing peaks was optimized, with a larger distance
leading to a less complex model.

Logistic regression and SVMs are both con-
trolled by the regularization parameter C, which
governs the relative importance of the selected
norm (�1 or �2) as a penalty term in the cost
function. A higher value for C leads to stronger
regularization, resulting in a less complex model.
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Table 2: Model hyperparameters for each tested classification method and dataset. The minimum
and maximum values are given. C: regularization strength of �1 and �2 regularization; α: complex-
ity parameter of minimal cost-complexity-pruning in the decision tree model; Feature Subsample:
Randomly chosen fraction of features used for each tree in a random forest model

Model Parameter Prokaryotes Cyanobacteria
Hodgkin

Lymphoma

PCA–LDA No. Components 1–20 1– 20 1–50
NMF–LDA No. Components 2–20 2– 20 5–40
FA–LDA No. Clusters 5–40 5– 40 5–40
PeakPicking–LDA Min. Distance 10–150 10– 150 10–150
LogReg �1 C 10−1–102 10−1– 102 10−2–101

LogReg �2 C 10−4–101 10−4– 101 10−5–10−1

Linear SVM �1 C 10−2–101 10−2– 101 10−3–100

Linear SVM �2 C 10−3–10−1 10−5– 10−1 10−5–10−1

Decision Tree α 10−2–100 10−2– 100 10−3–10−1

Random Forest Feature Subsample 0.005–0.05 0.005– 0.05 0.01–0.2
GBDT Learning Rate 0.01–0.1 0.01– 0.1 0.01–0.2

Finally, the three decision-tree-based models
we examined all used different strategies. For the
basic decision tree we used cost-complexity prun-
ing, where the complexity parameter α controls
how far the tree is trimmed/simplified. In the
case of the random forest model, the feature sub-
sampling rate was optimized, which determines
the fraction of all data features (i.e., wavenum-
bers) which is randomly selected for each individ-
ual tree of the forest. A larger fraction results in
a more complex model. Lastly, the learning rate
of GBDT models acts as a scaling factor for the
influence of each successive tree on the ensemble,
increasing complexity when the learning rate is
high, and vice-versa.

Refer to table 2 for a detailed overview of the
ranges of hyperparameter values tested for each
classification method and dataset.

2.4 Model evaluation

The cross-validated classification of Raman spec-
tra using the aforementioned methods was pack-
aged into an open-source Python tool to simplify
the collection and interpretation of performance
metrics and model parameters. Classifier per-
formance was evaluated based on generalization

accuracy, p-values of McNemar tests, confusion
matrices, and ROC curves, while interpretability
was assessed from model coefficients or Shapley
values, if applicable. The distribution of opti-
mal (hyper)parameter values and the time re-
quired for fitting and prediction was also moni-
tored [Zim22].

3 Results

3.1 Model Optimization

For each classification method, optimal values for
hyperparameters were found as part of the inner
5-fold CV. The resulting hyperparameter values
were then used to train models on the full train-
ing set and estimate performance on the inde-
pendent test set.

Overall, we observed behavior that was in
line with what was expected based on the rel-
ative complexity of the three datasets. Accu-
rate classification of prokaryotic and cyanobacte-
rial Raman spectra was generally possible with
low-complexity models, or there was no signifi-
cant variation in performance over the evaluated
range of hyperparameters. On the other hand,
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Figure 1: Graphical overview of the workflow ranging from data generation to analysis with a focus
on the tested and compared classification methods.

the HL dataset required hyperparameter values
which permitted more complex models.

3.2 Comparison of classification meth-
ods

Based on the generalization accuracy determined
on an independent test set, we compared the
performance of different classifiers both within a
dataset and between datasets of increasing com-
plexity. McNemar tests and ROC curves pre-
sented an identical picture, and are therefore
omitted here.

For the prokaryotic dataset, a generaliza-
tion accuracy close to or equal to 1 was achieved
for most models, as can be seen in figure 2 (left).
A notable exception with a median accuracy of
0.98 is the basic decision tree model, which is
known to be prone to overfitting, especially on
high-dimensional data. This behavior could be
expected from the initial exploration of the data
using unsupervised PCA, which already showed
that the two species of bacteria could be easily

differentiated. As E. coli is gram-negative and
P. polymyxa is a gram-positive bacterium, their
significantly different cell structures – especially
the radically different cell wall compositions –
likely contribute to the high classification per-
formance.

A similar trend – although with slightly lower
performance – is seen in the cyanobacterial
dataset (Figure 2 center), which could be clas-
sified with 99% accuracy by several methods,
including NMF-LDA, �1-regularized logistic re-
gression and SVM, as well as gradient-boosted
decision trees.

In contrast, the differently treated HL cells
are clearly more difficult to classify, with gener-
alization accuracies between 0.85 and 0.9 (Fig-
ure 2 right). Several possible reasons exist for
this drastic change compared to the previous
two datasets. For one, eukaryotic cells present
a much more complex sample matrix compared
to relatively simple bacteria. The larger size
of the cells also creates a challenge for collect-
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Figure 2: Comparison of the accuracy of various classification methods on three distinct datasets.

ing representative spectra of the complete cell
and introduces random variations in the spectra
based on the exact measurement position, hin-
dering accurate classification further. Lastly, the
changes introduced by cytostatic treatment are
likely to by much smaller than the difference be-
tween completely separate species or the effects
of PHB-production in a nutrient-limited environ-
ment. Gradient-boosted decision trees achieved
the highest performance on this dataset, classify-
ing 90% of spectra correctly, followed by random
forest and �1-regularized logistic regression with
accuracies of 0.888 and 0.884, respectively.

3.3 Impact of data complexity

Nonlinear methods showed improved perfor-
mance compared to linear models for the HL
dataset only, with the gradient-boosted trees
model clearly standing out. On the other hand,
they only reached the same accuracy as linear
models in both bacterial datasets, which reflects
the different sample size. The prokaryotic and
cyanobacterial datasets only consist of 50 spec-
tra per class, which appears to be insufficient for
nonlinear methods to have an advantage over lin-
ear models. In contrast, 300 spectra of HL cells

were collected for each treatment group, which
highlights the need for a sufficiently large num-
ber of samples when analyzing high-dimensional
data, especially for more advanced ML tech-
niques.

3.4 Effect of regularization

For both logistic regression and SVM, regular-
ization was achieved using the �1 or �2 vector
norm as a penalty term. The �2 norm penal-
izes the sum of squares of the model coefficients,
the �1 norm does so for the sum of absolute val-
ues, which results in a sparse model in which the
coefficients for most features are zero. For both
methods, the �1 norm generally led to higher per-
formance compared to models regularized using
the �2 norm. Due to the high dimensionality of
the spectral data (≈ 2600 features), sparse coef-
ficients in the �1-regularized models reduce the
likelihood of overfitting, as only a small num-
ber of features is actually used by the model.
On the other hand, while reducing overfitting to
an extent, �2-regularized models still consider all
features, making it less effective for such high-
dimensional data.
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4 Summary and Outlook

Here we successfully introduced a comprehen-
sive Python tool, which combines quality con-
trol, preprocessing and cross-validated classifica-
tion for Raman spectroscopic data using a wide
range of commonly used classification methods.
Applying this tool to three sets of Raman spec-
tra from biological samples highlights the need
for a careful selection process when choosing ML
algorithms. Such comparisons are unfortunately
lacking – or at least not explicitly mentioned – in
current literature on Raman spectroscopic anal-
ysis. Instead, a small number of methods dom-
inate current research, most commonly PCA-
LDA and neural networks which represent two
extremes in the scale of complexity and may not
always be optimal.

Besides the raw performance that we have dis-
cussed here, a wide range of other factors in-
fluences the choice of model. To gain insight
into the biochemical basis of a model, inter-
pretability is equally important. Interpretability
and explainability are the focus of the growing
field of explainable artificial intelligence (XAI)
[XUD+19]. Other important factors when choos-
ing ML methods include time constraints and
available computing power, which may limit the
use of more complex models.

For the datasets presented in this study, in-
vestigation of the underlying biological basis for
classification is currently ongoing. The next step
will be to extend the binary classification to
multi-class problems and test the current tool
with additional datasets, primarily those which
are not easily distinguished using simple linear
models. The classification workflow will also be
further optimized in terms of usability and au-
tomatization to further the application of ML
techniques in Raman spectroscopy research.

Data and Code Availability

The Raman spectral data analyzed during this
study is available from the corresponding authors
upon reasonable request.

All Python code used for the analysis
of Raman spectra in this study is avail-
able freely under a GNU General Public
License at https://github.com/FHWNTulln/

Zimmermann_RamanMachineLearning
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Abstract

Escape games provide an environment where the
players must accomplish a specific goal while
solving puzzles along the way within a time limit.
Students from the University of Applied Sciences
FH JOANNEUM developed an educational es-
cape game, which has the goal to transfer knowl-
edge in a playful and immersive way to test new
possibilities for teaching and learning. Further-
more, technologies like Virtual and Augmented
Reality were used to increase immersion and
make the game more location independent.

1 Introduction

For developing escape games multiple factors
such as atmosphere, puzzle design and interac-
tion possibilities need to be considered. Inte-
gration of Virtual Reality (VR) and Augmented
Reality (AR) into escape games bring new chal-
lenges, especially in design, concept and imple-
mentation. Regarding VR and AR it is even
more important to examine different features for
the collaborative work. Furthermore, the se-
quence of puzzles brings new difficulties and chal-
lenges in developing the application.
The aim of this research is to take a closer look
at the factors that need to be considered for an
cross-media escape game, which can convey con-
tent via VR, AR and mobile phone in the context
of knowledge transfer and serious gaming.
The educational escape game escape YOUR

brain was developed at FH JOANNEUM to me-
diate knowledge of various human senses and the
human brain via VR, AR and mobile phone. The
players slip into the role of a comatose patient as
well as into the roles of the treating and consult-
ing doctors. All three work together and try to
wake up the patient by solving puzzles. The var-
ious parts of escape YOUR brain were analysed
and examined more closely during usability tests
with a focus on appearance, knowledge transfer,
usability and application design. Furthermore,
special attention was on finding the right device
for the implementation of the AR application as
problems occurred during the usability tests that
were carried out.

2 Problem statement

Escape games have become increasingly popu-
lar in recent years. Many different concepts and
implementation options have been developed so
far, however, mainly for entertainment. Never-
theless, escape games can be used as gamification
method to transfer knowledge and to make it eas-
ier for users to access new technologies. Gamifi-
cation methods are inserted in developments of
various applications to increase the involvement
of users and to enable interaction in a playful
way. That is the reason why educational escape
games, which use the logic of serious gaming, are
becoming more and more important in the edu-
cational field.
The basic principle of an escape game is that

24



Somogyi et al. Scientific Computing 2023

one or more people are in a closed room and
they have to leave it within a specified time limit.
This can only be done with the help of solving
tasks and puzzles with clues, which can be found
in this room. Through logical and creative think-
ing as well as cooperation, the players have to
master the challenges and escape from the room
[WEC15].
Gamification is the design of IT-based services
for motivational support and behavioural change
of addressed users. Examples of applications
can be found in the corporate context, in knowl-
edge acquisition or in influencing personal be-
haviour. The introduction and use of gamifica-
tion elements pose challenges and require a sys-
tematic and prudent approach. Gamification can
have positive effects in different areas. This in-
cludes, for example, active participation, the per-
formance of annoying standard tasks or acquisi-
tion of new knowledge [Sti15].
One of the most formative advantages is the
achievement of higher learning effects through
virtual or simulated learning by doing with the
help of the visualisation possibilities of VR and
AR compared to conventional teaching methods
[ZWMT18]. With the digitisation of education
universities are called upon to provide new teach-
ing and learning formats enriched with digital
technologies. To date, however, digital infras-
tructures have only been used to a limited extent
for the innovative design of teaching and learn-
ing scenarios.
Therefore, students of the Master degree pro-
gram Software and Digital Experience Engineer-
ing at FH JOANNEUM carried out a project as
well as a master thesis with the aim of creating
an educational escape game for the knowledge
transfer at the university.

3 Project escape YOUR brain

With the project escape YOUR brain the learn-
ing methods at FH JOANNEUM in the degree
program Physiotherapy can be extended and the
concept of gamification and its pedagogical po-
tential for university teaching should be pre-

sented.
Escape YOUR brain is a cross-media escape
game, in which two doctors have to help a co-
matose patient to regain their senses and thus
their consciousness before time runs out (60min).
Special focus is on the collaboration possibilities
between VR, AR and mobile interfaces as well as
the specific interaction possibilities of each device
and the transfer of knowledge via gamification.
The escape game has to be played by three peo-
ple, as all roles and devices must be occupied
at all times. The VR player plays via Oculus
Quest 2, the mobile player via smartphone and
the AR player via smartphone (old version) or
HoloLens 2 (new version). It was necessary to
improve the AR mobile application and convert
it into a playable version for the HoloLens 2 as
well as optimising the usability and interaction
possibilities in order to find out if the device was
more suitable for a minimum running time of 45
minutes than a smartphone.
In addition, there is a gamemaster who super-
vises the game, controls progress and offers help.
The escape game consists of five puzzles that
must be solved in series. In VR and AR one
works primarily with virtual objects or holo-
grams. Nevertheless, physical objects can also
be implemented in the puzzle design. These so-
called tangibles are objects with 2D markers or
physical 3D objects, which can increase immer-
sion [PLK20]. In escape YOUR brain the AR
player and the mobile player have a doctor’s kit
at their disposal, which contains physical objects
and documents needed to solve the puzzles. The
VR player receives one physical object - a 3D
printed cube - which is placed in a bag and hung
around the player’s neck before the game starts.
The players and the gamemaster are connected
via voice chat.
Even if the puzzle design is well figured out and
tested several times, players may need help to
solve the puzzle. Then it is the role of the
gamemaster to give the appropriate hints. It
is important that direct hints are never given.
Rather, they should be wrapped in riddles to
give the players room to think themselves and
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not to take away the fun of the game1.
Storytelling and hints are conducted through
voice guidance. Intro and outro audio as well
as short sequences of the two doctors’ dialogues
are played once a puzzle is completed. These
dialogues give guidance which sense and puzzle
must be completed next. Furthermore, if more
hints are needed, the gamemaster can give audi-
tive feedback.

4 Puzzle design

There are three different groups of puzzles that
can be distinguished. On the one hand interac-
tive or physical puzzles are solved by interact-
ing with objects to get a certain result. On the
other hand, non-interactive or mental puzzles are
solved by critical thinking or combining clues.
Furthermore, there are meta-puzzles which usu-
ally need to be solved at the end of the game
to complete the story [RFDA+21]. All three
puzzle types are implemented in escape YOUR
brain. Each of the five puzzles refer to a hu-
man sense, regarding the senses seeing, hearing,
feeling, moving and smelling/tasting. It is im-
portant that the players work in a team because
most of the puzzles can only be solved collec-
tively.

4.1 Puzzle 1 - Hearing

The mobile player learns about human hearing
by audio recordings on a dictation device. There-
fore, the mobile player must find the dictation
device in their doctor’s kit and has to listen
to the lecture, until the correct frequency oc-
curs. The AR player sets the frequencies at a
holographic medical device. Depending on these
settings, the voice quality changes for the VR
player. At the beginning, the VR player can
hear only very indistinctly. The higher the fre-
quency the better the VR player understands
the other players. The VR player can operate

15 Merkmale, die einen großartigen Escape
Room ausmachen! 2020 https://www.nowayout-
escape.at/de/blog/5-merkmale-die-einen-grossartigen-
escape-room-ausmachen/, accessed 2021-10-31

a button in the virtual world should they notice
a change. This button triggers a green light in
the AR world, which is directly located near the
frequency medical device. The task is completed
when the correct frequency has been found and
set at the medical device in the AR world.

4.2 Puzzle 2 - Motorics

The players learn about balance and postural
control. The mobile player gets clues about pos-
tural control on his smartphone and through
physical documents from the doctor’s kit and
passes these clues to the other players. The AR
player has to move the device (head movement
with the HoloLens 2), thereby a ball maze (plat-
form) moves in VR. The VR player sees a brain
rolling within the maze and must guide the AR
player by giving information about the brain’s
position. Once the brain has reached its destina-
tion the puzzle is completed.

4.3 Puzzle 3 – Smelling/Tasting

The players learn about chemical messengers in
connection with the tasting sense. The mobile
player receives a physical document with trans-
mitter name and additional information about
the sense of taste and smell as well as a cloze with
missing substances and has to find the missing
terms. Furthermore, there are sniffing sticks with
a recognisable odour. The AR player discovers
the transmitters’ names via QR code on different
boxes from the doctor’s kit. These boxes include
jellybeans, which must be tasted to find the cor-
rect flavour. The VR player has tubes and fruits
in the virtual world and must throw the right ob-
jects, which are revealed with the mobile player’s
cloze, into a cauldron. With the righ combina-
tion the task is completed.

4.4 Puzzle 4 - Feeling

The players learn about the two-point discrimi-
nation. The AR player sees four cubes with dif-
ferent symbols on each side and a numerical code
on one side in the virtual room. The correct code
must be passed on to the mobile player, who has
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information about two-point discrimination and
an input field for a three-digit number code. The
VR player wears a bag around their neck with a
3D-printed cube. This cube has to be felt by the
VR player (looking at the cube is not allowed).
The cube of the VR player matches with one of
the holographic cubes of the AR player. Through
communication the matching cube as well as the
right code has to be found.

4.5 Puzzle 5 - Seeing

The players learn about the location of the
brain’s visual centre. The AR player sees a pa-
tient lying on a bed. The part of the brain re-
sponsible for vision must be stimulated with an
injection. This can be done by placing a holo-
graph syringe over the brain areal. The mobile
player assists the AR player by identifying the
vision area of the brain via medical database. If
the treatment is successful, VR view switches to
eagle eye. Then the VR world is immersed in
other colours and the player finds a door and
buttons. The VR player has to press the correct
button to open the door and to wake up.

5 Implementation

Escape YOUR brain was developed with Unity
and C#. The AR Foundation framework was
used for the initial implementation of the AR
application [Zwi22]. The Mixed Reality Toolkit
(MRTK) was used for porting this application to
the HoloLens 2. The overall concept utilizes four
main methods of data transmission. First the
Photon Unity Network (PUN) 2 asset is used
for synchronizing movement (e.g. head move-
ment between AR and VR), game events (e.g.
level completion) and voice (by using the Pho-
ton Voice extension) over a cloud based solu-
tion. Between the AR, VR and admin appli-
cation (gamemaster) as well as the web dash-
board (gamemaster) the WebSocket protocol is
used to stream the player’s view (FMETP Unity
asset). Furthermore, the WebSocket protocol is
also used between the dashboard and a back-
end server for transmitting the current time and

other game information. This information is ob-
tained through REST calls originating from the
mobile application to the backend server. This
backend server forwards this information via the
fourth way of data transmission, MQTT, to the
admin application. By leveraging this protocol,
the overall architecture supports the integration
of IoT devices to further enhance the players’
immersion.

A diagram of the underlying communication
can be seen in Figure 1.

Figure 1: Communication between the system
components

6 Design concept

The knowledge transfer via escape games can be
carried out well, as each escape game is assigned
to a specific topic. By dividing the content into
the different puzzles, it can be structured and
passed on in instalments. Escape games follow
clear rules, such as the overall structure, the set-
up and the execution, which allows a certain se-
curity of the framework conditions. Neverthe-
less, there is enough freedom to design and adapt
the educational escape game according to one’s
own needs. Any topic can be conveyed with the
help of this gamification method, no matter if it
is complex or shallow content, the knowledge can
be prepared appropriately. The players are part
of a story, are given a role and are thrown into
another world. With this immersion, players re-
main more engaged and are motivated to follow
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the story, solve the puzzles and acquire knowl-
edge along the way.
Escape games can be created in many ways and
adapted to new platforms. In order to guarantee
an optimal game experience the design and rules
must be adapted to the specific platform. There-
fore, specific interaction methods connected to
the platform must be considered. The user in-
terface as well as the user experience must be
adapted to the target group since not all players
might be familiar with them.
The player must not feel lost in the room and
be aware of interaction possibilities. Further-
more, it is also important to show and display
the boundaries of the game world so that the
world cannot be misused. In particular experi-
enced players like to test the limits of the pos-
sibilities, therefore it is important to define the
boundaries beforehand. This can be done, for ex-
ample, by limiting the game area or by making
objects available one after the other. This can
counteract the possibility of skipping puzzles.
It is important not to lose the player, especially
in the puzzle transitions. Therefore, the player
must be given auditory or visual feedback to
symbolise when a puzzle has been successfully
completed and when a new task starts. In es-
cape YOUR brain, this was solved with the help
of a progress bar and auditory feedback. Each
time a puzzle is completed the progress bar fills
up and a sensory icon appears. Furthermore, a
success sound and a puzzle intro for the newly
started puzzle is played. Then new areas or ob-
jects are unlocked for the player.
It is also important that each player has a spe-
cific task in a puzzle. No player should ever be
idle, instead always have a task or the opportu-
nity to participate and share important informa-
tion. Although a distinction can be made be-
tween an active and a passive part in the distri-
bution of roles, each player should also be able
to play along. In addition to that it must also be
ensured that the passive and active parts are dis-
tributed fairly so that each player bears an equal
amount of responsibility. The active part of each
player naturally promotes motivation because it
conveys that they play an important role in the

overall concept of the game.
Regarding the implementation of new technolo-
gies, like AR, VR and mobile, the immersion and
the various interaction possibilities contribute to
a good gaming experience. It is particularly ex-
citing when the interaction possibilities of the de-
vices are designed in a diverse way and thus the
advantages and possibilities of the technologies
can be presented, which is particularly appeal-
ing to the players. While VR makes it possi-
ble to create an especially high level of immer-
sion by placing the player completely in a vir-
tual world and thus intensifying the visual and
auditory effects, AR makes it possible to com-
bine virtual and real worlds. It is important
to include objects from the real world in the
game, as this combination of the two worlds is
the goal of AR. Including a mobile device in an
escape game makes it possible to display or sup-
plement digital texts, which emphasises the tex-
tually bound character of this device. This role
can then be used especially for players who are
not yet well versed in dealing with VR and AR
technologies. Thereby they can actively partici-
pate in the game, as they take on the role of the
informant with an easier-to-use device.
Nevertheless, it is important not only to imple-
ment new interaction possibilities but also to test
them for their usefulness. For example, dur-
ing the modification process of the AR appli-
cation, the interaction option via QR codes for
the appearance of cubes had to be changed be-
cause they could not been rotated completely
and therefore not all surfaces were visible for the
player. The revision of the interaction option
and the testing of the functionality is therefore
essential in order to avoid interaction problems.
In general, this shows that the optimal factors
for an escape game depend very much on the me-
diation device. Depending on the device, other
factors are decisive and important. Furthermore,
the puzzle design is the cornerstone of a success-
ful escape game and the gameplay as well. More-
over, the transitions and role distribution must
be planned well and precisely.
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7 Usability testing

The test phase lasted from the beginning of Oc-
tober to the end of December 2022. The search
for test persons and the organisation of the test
dates were particularly time-consuming, which is
why the active test could only start in November.
A total of nine tests with each three test persons
were carried out, which makes a sum of twenty-
five test persons in total. In the case of the tests
with only two test persons available, the mobile
player was taken over by an internal colleague so
that VR and AR could be fully tested. 13 males
and 12 females between 18 and over 46 took part
in the tests, where as the focus was on people
between 18 and 35, as this also matches the tar-
get group of students. The test persons had
different professional and technical backgrounds,
which is why a broad spectrum of test persons
could be examined in the tests. The subjects in-
cluded professors and students of the FH JOAN-
NEUM from different fields of study. The fields
of study ranged from physiotherapy, radiology,
social work, aircraft engineering to software de-
velopment. In addition, external persons also
took part, who work in the education or health
sectors. As a result, the test persons showed dif-
ferent levels of prior knowledge in dealing with
technologies like VR and AR and also had differ-
ent levels of prior knowledge in the medical field.
Due to the great variety of test persons, it was
possible to represent a broad spectrum of possi-
ble future users.
All teams managed to complete the game, how-
ever, the time periods needed to complete the
puzzles differ. The time available after complet-
ing the game varies between 39 minutes and one
minute. Interestingly, the teams with more tech-
nical knowledge usually had more time left at the
end of the game and were generally able to solve
the puzzles faster, while the teams with less tech-
nical knowledge needed more time to complete
all the puzzles. This can probably be attributed
to the fact that the teams with more techni-
cal knowledge were also experienced in handling
the technical devices and the general interaction
possibilities, while the teams with less technical

knowledge first had to get used to controlling
the devices. Furthermore, the analytical way of
thinking, which is common practice in the tech-
nical field, could also have been helpful in solving
the puzzles more quickly. It could also be noted
that the teams that already had experience with
escape games were quicker in understanding the
individual puzzles and tasks. Furthermore, com-
munication also worked better in these cases, be-
cause people actively asked what the other per-
son saw or had available. In general, it can be
said that the teams with more previous experi-
ence were quicker and generally solved puzzles
more easily.

A diagram of the completion of the puzzles by
team and time can be seen in Figure 2.

Figure 2: Completion of the puzzles by team and
time

8 Technical results

The hypothesis “A HoloLens 2 application is
more suitable for longer AR implementations
with a minimum running time of 45min than a
pure AR mobile application” could be confirmed
and validated by conducting usability tests.
Compared to the tests carried out with the mo-
bile AR application, the tests with the HoloLens
2 showed no problems in execution and handling.
The game ran smoothly, all functionalities were
executable during tests and the game could be
played until the end. The usual time span for
running the game was between 45 and 60 min-
utes, which is no problem for the HoloLens 2.
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Only one game interruption and overheating of
the device was recorded, although this only oc-
curred after 90 minutes and thus exceeded the
maximum time of the game anyway. However,
it is possible to carry out several playthroughs
in one day, whereby it should be noted that
the HoloLens 2 then requires some recovery time
between playthroughs. In addition to that the
problems that occurred in the mobile AR appli-
cation from escape YOUR brain could be largely
solved.
The results of the multiple tests showed that ma-
jor problems occurred especially with the mobile
AR application, which prevented the game from
running optimally. Interactable objects were not
well displayed, that is why players could not dis-
tinguish between interactable objects and room
decoration. Room recognition and object track-
ing did not run very smoothly. The position of
the objects was not optimal and players could
not reach the objects well for interaction. It
would be advantageous if the objects could be
repositioned or moved around the room to coun-
teract space problems and limited room to ma-
neuver. Furthermore, QR codes were not always
well recognised by the device. The main problem
was that the mobile device tended to overheat
which led to crashes of the application. These
problems have had a significant impact on the
game experience so it was decided to optimise
the AR application for HoloLens 2.
Thus, the HoloLens 2 is more powerful and error-
free in application and use. Moreover, there are
no problems regarding ground detection. The
objects are placed safely in the room and an-
chor themselves to it after the start of the game.
This is probably due to the fact that the new
version of the AR application does not require
the room to be scanned before objects can be
instantiated, as they are projected directly into
the player’s view via holographic lens of the
HoloLens 2. Furthermore, there is the addi-
tional option of moving the projected objects in
space. This is to ensure that the objects can
be reached in every game situation. The QR
code recognition also works more smoothly using
the supported QR code recognition (using Mi-

crosoft.MixedReality.QR asset) from HoloLens 2.
A crash of the game or similar problems and error
messages were not experienced during develop-
ment and testing with a running time of 60 min-
utes. In general, it can be said that there were
hardly any or no major problems in development
during the optimisation process and execution of
the new AR application. Minor technical prob-
lems during testing were quickly solved with a
restart and only occurred with an unstable net-
work. The only major technical problem did not
occur with the HoloLens 2 but with the Ocu-
lus Quest 2, which no longer displayed the game
correctly. However, this error was triggered by
the device itself, as no changes were made to the
software. The problem was solved by using a new
device.
However, it should be noted that the controls
of the HoloLens 2 were not always easy to ap-
ply for everyone, especially when users had no
experience with the device. Then it was more
difficult for the player to execute the hand ges-
tures precisely and thus enable error-free inter-
action with the objects. The interaction was
sometimes executed unclearly, which is why it
took longer to pick up certain objects or inter-
act with them. Furthermore, the home menu of
the HoloLens 2 was often called up unintention-
ally. This was less common with more experi-
enced users. Therefore, an introduction at the
beginning of the game is essential, in which the
interaction possibilities are explained well in or-
der to keep the frustration in the game low. One
possibility is a specially developed tutorial level,
which can be played before the start of the game
to learn the general controls.

9 Conclusion

In general positive feedback was received from
players of all the game devices, both verbally and
in written form. The players had fun completing
the puzzles and were enthusiastic about the var-
ious interaction options and puzzle tasks.
The test persons gave feedback that all in all the
game was fun to play and that they were ex-
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cited about progress in the game. Furthermore,
they found the game to be innovatively designed
and can imagine using it for knowledge trans-
fer. The players felt comfortable in the game
world and the interaction possibilities were not
too complex for them. The puzzles were not too
easy but challenging, so each team managed to
complete all the puzzles in the given time of 60
minutes. Especially cooperation with the other
team members and the use of new technologies
motivated the players. The test persons valued
the usage of new technologies in the form of edu-
cational escape games rather positively and can
imagine that knowledge can be conveyed through
this form of gamification.
Overall it can be noted that educational escape
games can be a new possibility to transfer knowl-
edge in a playful and immersive way. The use of
educational escape games at universities could
improve the involvement of students and can pro-
vide the opportunity to create a simulation for
specific scenarios where students can test and
apply their knowledge or gain new information
through a playful approach.
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Abstract

Deep Reinforcement Learning (DRL) methods
require to periodically reward or punish the
agent during its interaction with the environ-
ment. However, in some applications it may
be easier to demonstrate the desired behaviour
rather than specifying a reward function. Learn-
ing from demonstrations of an expert is called
Imitation Learning (IL). Applying the concept
of Generative Adversarial Networks (GANs) to
imitation learning in such a way, that a discrim-
inator learns to distinguish between expert and
agent data and provides this feedback as a re-
ward to the agent, is called Generative Adver-
sarial Imitation Learning (GAIL).

The aim of this thesis is to provide an un-
derstanding of how deep reinforcement learning
and imitation learning work, to implement meth-
ods from both areas and to evaluate the perfor-
mance of the DRL method Proximal Policy Op-
timization (PPO) and GAIL in different Mini-
Hack environments. For this purpose, the theo-
retical basics of reinforcement learning in general
and actor-critic methods in particular, and the
basics of imitation learning, GANs, and finally
GAIL were researched. This was followed by an
implementation tailored to the MiniHack frame-
work, which is a derivative of the popular game
NetHack and was developed to allow designing
environments for RL at different levels of diffi-
culty. One of the first results of this work was
a program that extracts the expert data from
the recorded games in a useful format. After the

selection of hyperparameter values, the perfor-
mance of the PPO implementation was finally
compared with that of GAIL and some surpris-
ing results were achieved. At first it seemed that
in the environments used, PPO was superior, but
as the complexity of the tasks increased, the po-
tential of GAIL emerged.

Further research may apply these results to
tasks of greater complexity and proof, whether
the agents can apply what they have learned in
a generalized way. The highest goal would be an
agent who manages to play through NetHack.

1 Introduction

NetHack, a turn-based dungeon-crawler game,
first published in the 1980s, has been a play-
ground for developing Reinforcement Learning
(RL) strategies in the last years, and it is also
a suitable challenge for Imitation Learning algo-
rithms, as there are millions of recorded games of
the still active community available, for example
on the NetHack alt.org servers. This master’s
thesis applies the GAIL algorithm, proposed by
[HE16], on various environments of MiniHack,
a RL framework derivated from the NetHack
Learning Environment [KNM+20] to answer the
following research question.

1.1 Research Question

How does an agent trained by GAIL perform in
various MiniHack environments compared to an
agent trained by PPO?
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This question leads to the following objectives:

� Research of theoretical foundations of PPO
and GAIL.

� Implementation of PPO and GAIL in
Python.

� Extract expert data out of recorded games.

� Train agents with both methods in various
MiniHack environments.

� Evaluate the results.

1.2 Code Repository

The data and Python code of this thesis are
available on https://gitlab.com/data-and-

information-science-fh-joanneum/mth-

dat20-generative-adversarial-imitation-

learning-in-minihack under the MIT license.

2 Generative Adversarial Imi-
tation Learning

To put it briefly, GAIL combines the principles
of Generative Adversarial Networks with Rein-
forcement Learning in a way, that the genera-
tor of a GAN [GPAM+14] is replaced by a PPO
[SWD+17] agent (or TRPO [SLA+15] in the orig-
inal paper) and the discriminator has to distin-
guish between state-action pairs of an expert and
of the agent. The feedback of the discriminator
is the reward for the agent, so there is no re-
ward needed from the environment, which is one
of the main characteristics of imitation learning
algorithms. The algorithm is shown in Alg. 1.

3 The MiniHack Environment

MiniHack [SKK+21] is a derivation of NetHack,
a still popular game of the 1980s. NetHack is
hard to solve even for human players because
it contains hundreds of enemy and object types
and every game is unique because of the proce-
durally generated levels. Nevertheless, basically
each level has the same objective: the hero starts

Algorithm 1: Generative adversarial im-
itation learning [HE16]

1 Input: Expert trajectories τE ∼ πE , initial policy
and discriminator parameters θ0, ω0

2 for i = 0,1,2, ... do
3 Sample trajectories τi ∼ πθi
4 Update the discriminator parameters from ωi to

ωi+1 with the gradient

Êτi [∇ω log (Dω (s, a))]+ÊτE [∇ω log (1−Dω (s, a))]

5 Take a policy step from θi to θi+1, using the

TRPO rule with cost function log
(
Dωi+1 (s, a)

)
.

Specifically, take a KL-constrained natural
gradient step with

Êτi [∇θ log πθ (a|s)Q (s, a)]− λ∇θH (πθ) ,

where Q (s̄, ā) = Êτi

[
log

(
Dωi+1 (s, a)

) |s0 = s̄, a0 = ā
]

6

7 end for

at the entry point and has to find the exit with
increasing difficulty level. What makes NetHack
suitable also for Imitation Learning is the avail-
ability of over six million played games on the
public NetHack server at alt.org [NAO].

MiniHack is a sandbox framework for design-
ing environments for RL and is built around the
NLE, so it also uses the Gym interface for inter-
actions between the agent and the environment.
It comes with many predesigned tasks and en-
vironments, from which the following five were
used for the evaluation of the performance of
GAIL in comparison to an equivalent PPO agent
in the scope of this thesis.

� MiniHack-Room-Random-5x5-v0

� MiniHack-Room-Random-15x15-v0

� MiniHack-MazeWalk-Mapped-15x15-v0

� MiniHack-River-Narrow-v0

� MiniHack-Corridor-R2-v0

The Room environments are simple squared
rooms with either a side length of 5 or 15, where
the agent has to find the exit (as in all MiniHack
games). MazeWalk is also a squared room with
the side length 15, but with walls in between. In
the River environment the agent has to cross a
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river by first pushing boulders into it to make a
passable area in the river. In the Corridor envi-
ronment are two rooms connected with a corri-
dor, but entrance and exit are not necessarily in
different rooms. The action space in these envi-
ronments is reduced to navigational actions.

4 Training Data

NetHack games on the alt.org server are stored
in ttyrec format, which is commonly used for ter-
minal records. Manually played games in NLE
or MiniHack are saved in almost the same file
format with the difference, that also the input
actions in form of the used keys are stored. Un-
fortunately the terminal records cannot be used
directly, so the first outcome of this thesis was a
Python script, which translates the ttyrec files
into arrays corresponding the “tty chars” and
“tty colors” observations of the MiniHack envi-
ronment. This script is available under the link
in Section 1.2.

5 Implementation Details

The three neural networks for actor, critic and
discriminator have basically the same architec-
ture and differ only in the output layer and the
adding of the actions in the case of the discrim-
inator. Nevertheless they do not share their pa-
rameters. The input consists on the one hand of
the “tty chars” and “tty colors” (optional) ob-
servations and on the other hand of their cropped
versions “tty chars crop” and “tty colors crop”,
which are hero-centred arrays of size 9x9 and fo-
cus on the agent’s immediate surroundings.

Vectorized environments were used for a bet-
ter distribution of the samples and to reduce the
number of forward passes, as the observations
of all environments per step are forwarded as
one batch. The usage of vectorized environments
induces fixed-length trajectory segments, which
allows to train the agent even for long-horizon
games in a single episode.

Table 1: Hyperparameters for PPO and GAIL

Hyperparameter PPO GAIL
Reward discount factor 0.99 0.99
Exponential weight discount 0.94 1.0
Clipping parameter 0.2 0.2
Actor learning rate 0.0003 0.0001
Critic learning rate 0.001 0.001
Discriminator learning rate n/a 0.00065
Learning rate decay of actor & critic 0.9995 0.9999
Learning rate decay of discriminator n/a 0.9999
Batch size 2048 2048
Mini-batch size agent 128 256
Mini-batch size discriminator n/a 256
Number of sub-environments 4 4
Number of convolutional layers 2 2
Discriminator loss threshold n/a 0.0
Update discriminator every x epochs n/a 1

Table 2: Rewards used in the MiniHack environ-
ments

Parameter Default Room
Corridor
River

MazeWalk
reward win 1 1 40
reward lose 0 0 -10
penalty step -0.01 -0.01 -0.01
penalty time 0 -0.001 -0.001

6 Hyperparameters

The search for the optimal hyperparameter con-
figuration took a large part of the time, as the
parameters of three neural nets (actor, critic and
discriminator) had to be coordinated with one
another. After the configuration (see Tab. 1)
was chosen, only minor changes in single parame-
ters were made during the evaluation runs, where
necessary.

Besides the model hyperparameters also the
parameters for each environment (mainly con-
sisting of the rewards for the PPO agent and the
horizon) had to be configured. The rewards are
shown in Tab. 2. The horizons were changed fre-
quently throughout the training, as they turned
out to be a key factor for a successful GAIL train-
ing.
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7 Evaluation

7.1 Simulation Setup

The evaluation of the agents started with each
environment run only with one seed. When the
training was successful, a new seed was added. It
is to say, that with increasing complexity, more
of the trainings failed, so sometimes only one run
out of ten (or more) was successful at all. The
initial idea was to train the agents on a larger
set of variants on the environment, so they may
be able to generalize the concept and apply it on
unseen variants. This objective was abandoned,
as the GAIL trainings were not as successful as
hoped.

As measure of the performance served on the
one hand the number of iterations needed until
the training was finished, and on the other hand
the time elapsed. If only the number of iterations
were considered, it would have skewed the re-
sults, as one PPO iteration needs less time than a
GAIL iteration, and, if the expert data exceeded
the batch size, a GAIL run would have more
than one iteration per epoch (which was not the
case in this work). A training was considered as
finished, when the mean environmental reward
(which was not the reward the GAIL agent re-
ceived, but was used for reasons of comparabil-
ity) gained over the last 100 episodes reached a
reward threshold depending on the reward for
finding the exit an some tolerance for the time-
progressing actions to get there.

7.2 Performance of GAIL in Compar-
ison to PPO

In the relatively simple environment of the 5x5
room (trained up to 20 seeds), the GAIL agent
is clearly outperformed by the PPO agent, both
in steps and in time (see Fig. 1). The GAIL
agent needs the first 500 training steps to train
the discriminator up to a certain level, so the
generator gets a feedback it can learn of. Dur-
ing this “burn-in” phase the PPO agent has al-
ready finished its learning. When the generator
has reached a certain level of knowledge, the dis-
criminator is regularly fooled, which results in

Figure 1: Room 5x5, seeds 1-20, performance per
step and per time

the high loss, and that again leads to a worse
training of the generator.

In the larger version of the Room environment,
the training was successful up to 10 seeds. Fig. 2
shows that the advantage of the PPO agent de-
creases. The discriminator loss shows the GAN-
typical peaks and valleys when the generator out-
performs the discriminator temporarily and vice
versa.

The first setup of the MazeWalk environment
with seed 1 was easy to solve for both the PPO
and the GAIL agents, as only one action, namely
moving north, was necessary. With adding a sec-
ond variant of the environment, Fig. 3 shows,
how different GAIL runs can be. The big differ-
ence between both the GAIL runs is probably
coincidence and not necessarily caused by the
small difference in the horizon. The pattern in
the GAIL curves, where firstly they seem to be
stuck, is explained by the short horizon, where
the agents never have chance to reach the exit,
an then quite suddenly get a clue about the task.
A PPO agent would have problems to learn any-
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Figure 2: Room 15x15, seeds 1-10, performance
per step and per time

thing within this narrow horizon, but the GAIL
agent is rewarded for the similarity of its state-
action pairs to the ones of the expert, not for
reaching some point in the environment.

The River environment revealed the weak-
nesses of the simulation setup. Whereas the
training with seed 1 was finished quickly because
both agent variants managed to find a trivial so-
lution by only moving always eastwards, the next
step with adding another seed showed, why a
regular test run with deterministic action selec-
tion was important. The PPO agent seemed to
have solved the task, but when testing in deter-
ministic mode, it became clear, that it had only
reached the exit by chance frequently. The re-
ward threshold had been set too low.

Conveniently both seeds 1 and 2 can be solved
by simply moving eastwards, even when the
exit lies further south than the entrance, be-
cause crossing a river field may move the hero
to any of the neighbouring fields randomly. The
PPO agent finds this solution, whereas the GAIL
agent follows the expert’s actions. With three

Figure 3: Mazewalk, seeds 1-2, performance per
step and per time

variants, the GAIL trainings are not successful
anymore. However, because of the constantly
failing trainings, an attempt was made, if dif-
ferent horizons would lead to a better result.
As Fig. 4 shows, they didn’t. But despite the
very similar reward curves, the discriminator loss
curves diverge. With a very large horizon, as
can be seen in the blue curve, the discriminator
seems to be almost perfect as the loss drops to
almost zero. But in this case, the discrimina-
tor only learns to distinguish between the states
and not the state-action pairs, as the agent will
stray around somewhere. This is not necessarily
bad, as the reward curves show a similar training
progress, but needs to be considered when com-
paring discriminator loss curves. On the other
hand, the green curve shows an extremely short
horizon of the absolute minimum, namely the ex-
act length of the longest expert trajectory. The
discriminator cannot distinguish between expert
and agent data, and therefore the agent does not
get enough feedback. It is the typical trade-off
between exploration and exploitation.
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Figure 4: River, seeds 1-3, performance per step
and per time

The training in the Corridor environment
shows the performance of GAIL increasing with
growing complexity of the environment, com-
pared to PPO. The Corridor-R2 environment
consists of two rooms connected with a corridor,
where additional difficulties occur, like locked
doors, which must be kicked multiple times to
open, or hidden passages, which can only be
found by multiple search actions. The first three
seeds are relatively easy to solve, as entrance
and exit are in the same room. Fig. 5 shows,
that PPO solves this tasks quickly, whereas the
GAIL agent needs almost ten times more iter-
ation steps. The next three seeds of this envi-
ronment contain more difficult variants with a
locked door and a hidden passage, as mentioned
before. Fig. 6 shows, that, although the GAIL
training did not succeed within the given time
frame, it performs far better in comparison to
the PPO agent as with only the simpler variants
of the environment.

The horizon, which is the maximum amount of
steps before an environment is aborted, has a big

Figure 5: Corridor, seeds 1-3, performance per
step and per time

Figure 6: Corridor, seeds 1-6, performance per
step and per time
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Figure 7: Influence of the horizon on
the performance of the GAIL training in
the MiniHack-Room-Random-5x5-v0 environ-
ment, restricted to seven different seeds.

influence on the performance of the GAIL train-
ing (see Fig. 7). If the horizon is too large, the
agent may get lost in regions, where no expert
data is available and may not recover. If that
happens, the discriminator distinguishes rather
the states than the state-action pairs, thus be-
coming very strong, while the agent cannot learn,
because it does hardly matter which action it
takes. Suitable values for the maximum number
of steps allowed are about two or three times the
maximum length of the expert trajectories.

8 Summary and Outlook

Reinforcement and Imitation Learning methods
are both very challenging. The balancing of two
neural networks, be it actor and critic in RL, or
generator and discriminator in GANs, is already
hard, but adding another net as in GAIL makes
it most demanding. Nevertheless, the training of
both PPO and GAIL was frequently successful,
and where it was not, it led to learnings for future
work.

In easy environments PPO performed far bet-
ter than GAIL, but the more complex the tasks
became, the better GAIL worked out, in partic-
ular, where actions did not have an immediate
effect, for example, when searching for a hidden
passage needed longer in the Corridor task. Al-
though the PPO agents often learned relatively

quickly to find the exit, they often did not use the
optimal path, or needed a very long time to op-
timize it, if the reward threshold was very strict.
When the GAIL training worked, the agent al-
most always followed the expert’s path.

For future work it will be useful to have a look
at established methods for improving GAN per-
formance, for example, try another cost function
for the discriminator or strengthen the discrimi-
nator by making it deeper or giving it more train-
ing loops, either by a fixed step or depending on
the current discriminator loss. The agent seems
to learn best, if the loss of the discriminator is
somewhere between 0.1 and 0.2. Future mea-
sures should keep a focus on how to maintain
this value throughout a training run.

Another possibility to improve the perfor-
mance may be the variation of the horizon during
a training run. One may also try if more expert
data per seed, either with slight variants in the
solution or with added noise, may help.

Furthermore, the neural nets of actor and
critic may be adapted, for example with more
layers or more features.

Finally, there might be a way to include sparse
environmental rewards in addition to the feed-
back of the discriminator, for example, for find-
ing the exit, or related to the in-game score.
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Abstract

The current outbreak of COVID-19 has shown
the deadly potential and the impact of infec-
tious diseases on areas other than healthcare (e.g.
economy or social life). Disease control mea-
sures, including social distancing, quarantines,
curfews, or lockdowns, have to be adopted in
a considerate manner. Infectious disease mod-
elling supports decision makers with adequate
information regarding the dynamics of the pan-
demic and assists in planning measures to pre-
vent the healthcare system from collapsing. An
agent-based simulation package named “survi-
ral” for simulating infectious diseases is pre-
sented. This framework was used by the Ty-
rolean crisis management team, and provided
decision-makers with very accurate models on
federal state levels as well as on district and mu-
nicipal level. The framework can be used for var-
ious infectious diseases and thus builds a basis for
future monitoring.

1 Introduction

On 31 December 2019, the World Health Orga-
nization (WHO) was notified of cases of pneu-
monia with unknown causes in the Chinese
city of Wuhan. Subsequently, on 7 January
2020, Chinese authorities identified the cause
as a novel coronavirus, tentatively named 2019-
nCoV [SB20, HS22]. On 11 March 2020, the
WHO officially declared the outbreak a pan-

demic due to the rapid increase of cases outside
China. By that time, more than 118,000 cases
had been reported by WHO from 114 countries
including 4,291 deaths. By mid-March 2020, the
European region had become the epicenter of the
pandemic, reporting more than 40 % of all con-
firmed cases worldwide. As of 28 April 2020, the
European region accounted for 63 % of global
mortality caused by the virus. In Austria, the
first viral infections were registered on 25 Febru-
ary 2020. On 16 March 2020, a nationwide lock-
down was ordered. Additionally, disease con-
trol measures, including social distancing, quar-
antines, curfews, or lockdowns were adopted in
order to contain the spread of the disease. This
was referred to as “flattening the curve”, as there
was a fear that the healthcare system would col-
lapse due to the exponential increase in number
of infections and in hospitalizations as well as in-
tensive care needs. The Corona pandemic made
us aware of the impact, a disease can have on
our everyday lives. Millions of people became
infected, and over 5 million people died from or
with 2019-nCoV. Public life came to a halt. It
has shown the deadly potential as well as the
impact of infectious diseases on areas other than
healthcare (e.g. economy or social life). There-
fore, control and containment measures have to
be adopted in a very considerate manner. To
be able to contain the spread and to protect
the health care system from collapsing, when no
medicine and/or vaccination is available, and to
plan and assess the effectiveness of (the above
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mentioned) measures, simulations and epidemi-
ological modeling has become a major factor.
The aim of this paper is to present the Surviral
platform, an agent-based modeling and simula-
tion framework, which enables the simulation of
different communicable diseases by parameter-
izing the general model with individual disease
parameters, geographical structures, and popu-
lation densities. This framework provided the
Tyrolean crisis management team with accurate
models and forecasts of the disease dynamics on
federal state, district and municipal levels in or-
der to plan and adopt specific measures where
needed.

2 Methods

Most contagious diseases can be modeled using
mathematical approaches to analyze and under-
stand the epidemiological behaviour or to predict
the disease dynamics. Therefore, different ap-
proaches have been developed in the past. The
classic SIR epidemic model, where class S de-
notes the number of susceptibles, class I denotes
the number of infectives and class R denotes the
number of recovered individuals. The sum of
the given initial value problem is S(t) + I(t) +
R(t) = N , with N being the size of the popu-
lation. However, the SIR model is not adequate
to model birth and natural death, immigration
and emigration, passive immunity and spatial ar-
rangement adequately. To model infection diffu-
sion through space, partial differential equations
(PDE) are needed. With PDE models it is pos-
sible to simulate the spread of a disease over a
population in space and time. However, the inte-
gration of geographical conditions, demographic
realities, and keeping track of each individual re-
mains impossible. For this purpose, agent-based
models can be used. An agent-based model is
a dynamical system, in which time and space is
discrete. Each agent can be modeled to have a
specific behaviour which enables accurate mod-
els [AAW21, SFI+21, LKKW21].

Cellular automata as well as agent-based tools
for simulating infectious diseases can be used

to discover the behavior of the disease or to
work out contingency plans. Specialized mod-
els for different diseases have been presented in
the past [KSM+21, MHR20, AAE+20, MMB20].
Our proposed framework, however, can simulate
different infectious disease types and allows the
use of different geographical maps with marked
population densities and enables the modeler to
change the behavior of the individuals during the
spread. Furthermore, it allows changing param-
eters (medication, quarantine, birth rate, death
rate, virus morbidity, etc.) during the simulation
process to obtain realistic results. The frame-
work was adapted to the COVID-19 related pa-
rameters and is used on a daily basis since the
outbreak of the pandemic in March 2020.

The parameters of each individual are accessi-
ble at every time step of the simulation, which
facilitates the exploration of data patterns using
statistical approaches [PWH+10]. Figure 1 de-
picts the overall struture of the framwork. The
framework itself is implementred in Java con-
nected to a PostgreSQL (version 15) database
system where all relevant source data as well
as the simulation results are stored. Further,
for visualization of results R (version 4.2.2) is
used. The utilized packages are RPostgres, gg-
plot2, DBI, flextable, xlsx and lubridate.

Figure 2 depicts the main simulation routine
where all state transitions are computed and
stored.

3 Results

Using data sources provided by the federal state
government, publicly available data sources, and
information retrieved from hospitals, 10-days
forecasts of the disease dynamics as well as oc-
cupancy of usual care and intensive care beds
were calculated. They were placed at the dis-
posal of decision makers. In fall 2021, a sharp in-
crease in infections was predicted, both by mod-
els and virologists. As a result, the federal state
government was facing the decision to impose a
lockdown light or an entire lockdown. However,
the models showed that a short-term lockdown
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was able to alleviate the situation for the hospi-
tals, while a partial lockdown would have caused
problems for the healthcare system. Results of
the simulation or prediction can be seen in fig-
ure 3. Based on these results, it was concluded
in advance that a short lockdown prior to Christ-
mas would lead to decreasing infection numbers
over the Christmas holidays.

In addition to the 10-days forecasts, long-term
models and forecasts were calculated to predict
the development of the infection waves, espe-
cially during the colder season. Also the im-
pact of the waves for hospitals in terms of usual
care and intensive care beds occupancy was pre-
dicted. Figure 4 shows that the incidence of in-
fections had picked up over the summer months
due to vacation returners as well as less atten-
tion to measures, leading to increased hospital
occupancies with a time lag.

However, the models and forecasts were cal-
culated not only for the federal state level, but
also for the district and municipal levels. This al-
lowed health policy makers to plan containment
measures not only for the entire federal state, but
to take them exactly where they were needed.
This minimized the burden on the rest of the
state’s population.

The models were subsequently compared with
the actual values. This comparison resulted a
mean deviation for normal care beds of 1.5% and
1.2% for intensive care beds. This high accuray
of the forecasts led to a high level of confidence in
the system by health policy and decision makers.

4 Outlook & Discussion

The current outbreak of COVID-19 has shown
the deadly potential and the impact of infec-
tious diseases on areas other than healthcare
(e.g. economy or social life). In order to better
plan containment measures during the COVID-
19 pandemic as well as estimate bed occupancy
for normal and intensive care beds, the pre-
sented agent-based simulation framework “survi-
ral” was developed and used. Surviral is a
powerful tool for making accurate 10-day fore-

casts of pandemic dynamics. The forecasts,
which were calculated not only at the state level
but also at the district and municipal levels,
were used by policy makers as a basis for de-
cision making regarding containment measures
such as lockdowns, curfews, masking require-
ments, etc. Simualtion at the district and mu-
nicipal level also allowed measures to be more
targeted and applied only to affected regions.
Agent-based modeling is a relatively new mod-
eling approach to meet the requirements re-
sulting from the increasing complexity of our
world. For parametrizing the presented agent-
based model, different data sources were inte-
grated in a database system and used. The
“surviral” package was implemented in the pro-
gramming language Java. R Studio was used
to perform the analytics. The model forecasts
the hospitalization rates (standard and intensive
care) for the Federal State of Tyrol (Austria) and
the Province South Tyrol (Italy) with an accu-
racy of about 1.5 percent average error. This
ensured that standard care was maintained for
as long as possible without restrictions. Fur-
thermore, various measures were estimated and
thereafter enforced. Among other things, com-
munities were quarantined based on the calcula-
tions while, in accordance with the calculations,
the curfews for the entire population were re-
duced. While the framwork showed a very high
accuracy for the prediction of the COVID-19
pandemic in Tyrol (and South Tyrol), it is not
limited to COVID-19 and can be used for vari-
ous infectious diseases. Thus, it can be used as
a basis for future monitoring and early warning
systems (e.g. for the influenza or influenza-like
diseases).
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Figure 1: Overall structure of the framework including the data sources, the synthetic population
model and the surviral simulation environment

Figure 2: Main simulation routine of the agent-based framework is presented; for each agent the
simulation and state transaction function is computed and the results are written to the database.
The simulation can be performed hourly or on a daily prediction basis to get a more aggregated view.
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Figure 3: Simulation of measures (lockdown vs. lockdown light) for decision makers.

Figure 4: Long-term prediction to get a bigger picture of the infection dynamics and to be able to
initiate actions as quickly and efficiently as possible
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Abstract

The aim of this work is to show how transfer
learning can be applied in a convolutional neu-
ral network for tumor detection in brain MRI
images with a very small image dataset. In
the first level, a convolutional neural network
is built from the scratch for a binary classifica-
tion problem of brain tumor detection. Then,
the model is enhanced using data augmentation
methods, regularization, and hidden layers re-
duction. In the next step, three architectures of
convolutional neural networks (VGG16, VGG19,
and ResNet50) are implemented as based lay-
ers for rebuilding the network with a transfer
learning approach. In the end, the models are
trained on a small dataset from Kaggle contain-
ing 253 brain MRI images with and without tu-
mors for 50 epochs with a batch size of 8, and
the control points are stored for further analysis.
The results demonstrate that even if methods for
data augmentation are used to generate larger
amounts of data, establishing a CNN model from
the scratch, in the case of a small dataset avail-
able, is not advisable at all and will not produce
acceptable or trustworthy results. Furthermore,
it is shown that the VGG16-based model outper-
forms the VGG19 and ResNet50-based models
for 50 epochs, according to a comprehensive ex-
amination of accuracy and confusion matrix find-
ings for three transfer learning-based deep con-
volutional neural network models.

1 Introduction

A brain tumor is an abnormal cell growth inside
the skull or brain. Brain tumors can develop
as primary cancers when they originate there,
or they can metastasize from other parts of the
body and progress to the brain. Magnetic res-
onance imaging has proven to be a useful tool
for clinical analysis and the diagnosis of brain
tumors among all imaging techniques. The last
few years have shown the importance of machine
learning for using computer-aided diagnosis in
medical applications. Convolutional neural net-
works (CNNs), which have recently experienced
a boom, have started to perform better than
other well-established models in a range of fields,
including data processing, healthcare, and com-
puter vision [JM21].

1.1 Research objectives

The main objective of this work is to build and
train a convolutional neural network model from
the scratch which can classify MRI scans of brain
into two categories of with or without tumor.
Implementing a transfer learning approach, dif-
ferent pretrained model architectures have been
used to train our binary classification model and
evaluate the changes in the model performance.
Comparing various metrics, the performance of
the model has been evaluated with or without
transfer learning implementation for various pre-
trained architectures and the results have been
analyzed.
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2 Study Background: Auto-
matic MRI image classifica-
tion of brain tumors

Varied MRI picture categories have different con-
trast levels for various tissue types. Due to the
intricacy of these MRI pictures, analysis is a
challenging and time-consuming task. Manual
analysis is prone to mistakes and can have se-
rious consequences if one occurs because these
analyses involve human life. Therefore, an auto-
mated method to accurately diagnose tumors is
required. In recent years, a number of automatic
MRI image classification methods have been pre-
sented. The most prevalent deep learning-based
image analysis method is a convolutional neu-
ral network [WKW16]. Due to its architecture,
which automatically learns picture information
in a hierarchical fashion from low level to high
level, a convolutional neural network dominates
image processing tasks like classification and seg-
mentation [RSK19]. Numerous automated ap-
proaches have recently been proposed and cre-
ated by researchers in order to categorize brain
cancers using MRI data [AS21]. A deep learning
model is an ensemble of a feature extractor and
a classifier put together. A deep learning model
automatically takes care of extracting features,
whereas in machine learning, we have to deter-
mine the features for the model, and then the
model will give us the best classifier. If we are un-
sure of what kind of features to use, deep learn-
ing models are a good way to go but we need a
large enough set of data to get started. A convo-
lutional neural network classifier is made of sev-
eral layers of neurons. For image classification,
these can be dense or more frequently convolu-
tional layers. For an image classification prob-
lem, dense layers will probably not be enough.
We must try applying convolutional layers and
take advantage of the many ways we can arrange
them. But we can also use a “shortcut”. There
are fully trained convolutional neural networks
available for use. We only retrain the last layer
we add. This technique is called Transfer Learn-
ing [RSK19]. Transfer learning appears to be

highly helpful in the context of cancer diagnosis,
where obtaining large-scale datasets has proven
to be challenging or nearly impossible due to pa-
tient privacy concerns.

2.1 MRI image classification of brain
tumors using CNN

The most widely used deep learning-based im-
age analysis method is CNN. Multiple layers of
convolution are applied by a convolutional neural
network, improving the ability to extract picture
features. The expected output is first tested to
see if the model can predict it using the training
data that is currently available. CNN is capa-
ble of using input photos to automatically iden-
tify features. Image features like pixel intensity,
color, shape, and so forth are retrieved during
training [PK21].

2.2 Image classification with transfer
learning

Transfer learning is the step in deep learning
where, rather than beginning from the scratch,
the learning process uses patterns that have al-
ready been discovered while resolving a previ-
ous problem. Using pre-trained models that
have already been trained on a sizable bench-
mark dataset allows for the implementation of
transfer learning [RSK19]. When the amount of
target training data is restricted, transfer learn-
ing becomes necessary. This can be the result of
the data being uncommon, expensive to gather
and identify, or inaccessible. The use of exist-
ing datasets that are linked to, but not precisely
the same as, a target domain of interest makes
transfer learning solutions an alluring strategy as
big data repositories become more widespread.
Transfer learning has been effectively used in a
wide range of machine learning applications, in-
cluding text sentiment classification, image clas-
sification, classification of human activity, classi-
fication of software defects, and classification of
multilingual text [WKW16]. It can be employed
for successful performance, particularly for med-
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ical pictures where substantial training data are
not readily available. [RSK19].

3 Implementation structure

The convolutional neural network implemented
in this research is structured based on multiple
layers. The First layer is the convolutional layer
which is used to detect features. The next layer
will be the non-linearity layer to introduce non-
linearity to the system. As the third part of the
layers a pooling layer is applied which reduces
the number of weights and prevents overfitting.
Flattening layer as the next one prepares data
for classical neural network. And finally, a fully-
connected layer is used as a standard neural net-
work for classification. Implementation outlines
of this research are as follows:

- First we build a convolutional neutral network
from the scratch, we choose the number of
blocks and layers of each block and decide
which hyperparameters to use and save the
checkpoints of the results.

- In the next step we change the model and ap-
ply data augmentation and other methods
to overcome the over-fitting problem and
save the checkpoints again for the result
analysis.

- The implementation is then followed by apply-
ing 3 different CNN pre-trained models as
the base models for transfer learning in or-
der to increase the prediction ability of the
model.

- We gather all the results and analyze them to
come to a conclusion in the end.

3.1 Environment set up and dataset

This project is built using the Google Collab
platform, which is a great deep learning tool for
building machine learning models. We first turn
on the GPU for the runtime type of executing the
code on Colab. Then we continue by importing
the necessary libraries and dataset. The data set

is Brain MRI Images for Brain Tumor Detection
provided on Kaggle [dat] which is a very small
dataset contaning 253 brain MRI images cate-
gorized into 2 classes of 125 brain images with
tumor and 98 images of healthy brain. All the
images are of 240 * 240 pixels. The dataset is di-
rectly imported from Kaggle through the python
codes.

3.2 Train and test data preparation

To give the network clear and precise images,
first the training data is prepared. The im-
ages are transformed into categorical data us-
ing sklearn LabelBinarizer [bia] and then into
NumPy arrays. The one hot encoding generates
binary labels for our two classes. After one-hot
encoding, the final shape of the dataset is veri-
fied and the data is split into 70 percent training
and 30 percent testing sets which then has been
used for evaluation of the model performance.

3.3 Hyperparameters

Hyperparameters naming the loss function, op-
timizer and metrics should be defined for com-
piling the model. In order to train the model,
the loss function is utilized in conjunction with
the optimizer. The loss function BinaryCrossen-
tropy() [cro], which matches our binary classi-
fication problem, the metrics Accuracy() [acc],
and the Ädamöptimizer [ada] from Keras library
have been used for compiling the model regard-
ing related works in the literature. The weights
were updated by taking into consideration the
learning rate of 0.0001 as well. If the loss rate
does not vary considerably over the course of the
four epochs, this is reduced using the function
ReduceLROnPlateau [red] from the Keras pack-
age, which is set to 0.0001. We used a minimal
learning rate of 0.000001, which means that the
function must not lower the learning rate during
the training phase by more than 0.000001.

3.4 Model training parameters

The model has been trained for 50 epochs with
the batch size of 8. The batch size can have a
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significant impact on the model’s performance
and the training time. In general the optimal
batch size will be lower than 32. A small batch
size ensures that each training iteration is very
fast, and although a large batch size will give a
more precise estimate of the gradients, in prac-
tice this does not matter much since the opti-
mization landscape is quite complex and the di-
rection of the true gradients do not point pre-
cisely in the direction of the optimum [GS19].

4 CNN model implementation
from the scratch

For the implementation of the CNN model, the
open-source Python library Keras was used. We
had 3 blocks of convolutional layers with a non-
linearity layer following every convolutional layer
using ReLU nonlinear function as it produces the
best results in terms of the speed at which the
neural network can be trained. The tensorflow
MaxPool2D layer is applied as the pooling layer
for each convolutional block. In the end of ev-
ery block we used the keras Dropout layer which
randomly sets input units to 0 with a frequency
of rate at each step during training time, which
helps to prevent overfitting. Inputs not set to
0 are scaled up by 1/(1 - rate) such that the
sum over all inputs is unchanged. Finaly, we add
the classifer block which consists of a flattening
layer and 4 dense layers with units from 128 to
2(number of classes) in the end. The Softmax
activation function is impelemented in the last
dense layer which converts the scores to a nor-
malized probability distribution to be displayed
in results. According the the model summary,
the total number of trainable parameters is 11,
373, 122 where the non-trainable parameters is
zero as we are not using any pre-trained model
in this step.

4.1 First model training outcomes

The first model training results is shown in a
table in Tab. 1.

As it can be seen the model accuracy is very
low (22%), and the loss is unacceptable. Also

Table 1: First model training outcomes

Parameters after 50 Epochs Values

Total Training Time (GPU) 82.95s
Time per Steps 210ms
Training Loss 0.0068
Validation Loss 1.0668
Training Accuracy 0.3609
Validation Accuracy 0.2292
Total Model Loss 1.0185
Total Model Accuracy 0.2237

Figure 1: First model loss and accuracy behavior
through 50 epochs

taking Fig. 1, into consideration which shows
the behavior of the model accuracy and model
loss during the epochs, it can be easily inferred
that an over-fitting has occurred with the train-
ing process which leads to an increase in the val-
idation loss while the accuracy loss decreases.A
machine learning model’s objective is to gener-
alize patterns seen in training data such that it
can accurately predict new data that has never
been presented to the model before. When a
model makes too many adjustments to the train-
ing data, it over-fits identifying patterns that
don’t exist and then performs poorly when pre-
dicting fresh data.

5 Data augmentation imple-
mentation to counteract
overfitting

Convolutional neural networks have many learn-
able parameters, whereas the most advanced
neural networks contain millions of trainable pa-
rameters and require a lot of training photos.
Our CNN model was obviously at a high risk of
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Table 2: Second model training results with aug-
mented dataset

Parameters after 50 Epochs Values

Total Training Time (GPU) 115.58s
Time per Steps 95ms
Training Loss 0.0311
Validation Loss 0.4153
Training Accuracy 0.1213
Validation Accuracy 0.1842
Total Model Loss 0.4153
Total Model Accuracy 0.1842

over-fitting given a very small dataset from the
brain tumor photos. The fewer samples for train-
ing, the more models can fit our data. In order
to avoid over-fitting, we used a number of tech-
niques, including data augmentation, regulariza-
tion using dropout and batch normalization, re-
ducing the number of hidden layers in order to
decrease the parameters and avoid complexity in
our model. In our new model with data aug-
mentation implementation, the total and train-
able parameter counts have been drastically de-
creased to 2,952,686 and 2,952,680, respectively
(almost 75% reduction).

5.1 Second model training outcomes

The data augmentation has been performed us-
ing ImageDataGenerator from Keras [aug] which
generates batches of tensor image data with real-
time data augmentation. The images have been
rotated with an angle of 15 degree and a shift
range of 0.01 has been applied to images width
and height. The new model has been compiled
and trained with the same parameters as the
previous one taking also data augmentation into
consideration. The results can be seen in a table
in Tab. 2.

The behavior of the model accuracy and model
loss during the epochs is shown in Fig. 2. As it
can be seen,the over-fitting problem has been re-
solved using new model in combination with the
data augmentation as the validation loss is de-
creasing according to a reduction in training loss
values through epochs. However, the accuracy is

Figure 2: Second model loss and accuracy behav-
ior through 50 epochs using data augmentation

still very low (less than 20%) and the total loss
is yet considerable which means that the imple-
mented optimizer and loss function are still not
presenting well for finding the optimized value of
weights in the new model even with less param-
eters and augmented dataset. This is the prob-
lem that we are going to solve it with transfer
learning approach which is explained in the next
sections.

6 Transfer learning implemen-
tation

In previous sections we have mentioned that the
convolution layers, nonlinearity layers, pooling
layers, flattening layer, and fully connected lay-
ers are the typical five key layers of a traditional
CNN design. In the case of having a very small
dataset and a very large amount of weights to be
optimized, a practical approach is using a pre-
trained model as the base layer of the model and
then just adding the last block which contains
the flattening and fully connected layers. In this
approach we freeze (not train) the first convo-
lutional blocks which have already been trained
on a huge dataset(e.g. ImageNet, which contains
1.2 million images with 1000 categories) and then
we use it as the feature extractor to initialize our
model. In the so-called transfer learning method,
with the help of pre-trained model weights, the
number of trainable parameters will reduce con-
siderably which leads to faster training process
(in comparison with the same trained model from
the scratch), higher performance, reliable results
and simple operation due to reusable weights
of the pre-trained model. Transfer learning is

54



S. Goodarzi Scientific Computing 2023

frequently used to solve challenges in predictive
modeling that take input from images. Var-
ious transfer learning models have been men-
tioned in the literature such as: GoogleNet, In-
ception, DenseNet, ResNet, VGG , etc [GS19].
We have implemented 2 different models from
The visual geometry group (VGG) network ar-
chitecture namely VGG16 and VGG19 as well
as one model from Residual network (ResNet)
source which is ResNet50. These are three fre-
quently used pre-trained models from related
works which we are going through in the next
sections and illustrate our implementation and
results on each of the models.

6.1 VGG16 model implementation
and results

VGG network’s outstanding generalization capa-
bility and relatively simple construction make it
popular in a wide range of fields. The top-5 test
accuracy for the VGG16 model in ImageNet, a
dataset of more than 14 million images divided
into 1000 classes, is 92.7%. The model has 16 lay-
ers, which is why it is known as VGG16. These
layers consist of thirteen convolutional layers and
three fully connected layers. RGB images mea-
suring 224 * 224 can be entered into the VGG16
model. Convolution layers with stride 1 employ
3 * 3 filters. Five maximum pooling operations
are completed, applying a window size of 2 * 2
and a stride of 2. Three fully connected lay-
ers with 4096, 4096, and 1000 neurons each are
present in the final section. The Softmax layer,
the final layer, generates a probability value be-
tween 0 and 1 to identify the class to which
the network outputs belong. All hidden layers
employ the ReLU as their activation function.
Local response normalization (LRN), which in-
creases memory usage and computation time but
does not enhance performance in the ImageNet
dataset, is not a feature of the VGG16 network.
In the VGG16 network, there are around 138 mil-
lion trainable parameters [PG21]. In the first
try of implementing transfer learning we built
our model based on VGG16 and a classifier is
just added to the based model as the last block

Table 3: Model training results based on VGG16
with augmented dataset

Parameters after 50 Epochs Values

Total Training Time (GPU) 199.022s
Time per Steps 777ms
Training Loss 0.5707
Validation Loss 0.5626
Training Accuracy 0.7456
Validation Accuracy 0.7763
Total Model Loss 0.5626
Total Model Accuracy 0.7763

of flattening and dense layers. All layers from
the based model are frozen and they will not
be trained anymore. The model has been com-
piled with the same hyperparameters as the pre-
vious models. The number of total, trainable
and non-trainable parameters of 14747650, 32962
and 14714688 respectively are calculated in the
model summary, which means that the number
of trainable parameters has been decreased to a
very great extend. In the end the model has been
trained for 50 epochs with the batch size of 8 as
before and taking data augmentation into consid-
eration. The results of the training is gathered
in Tab. 3. As expected, the accuracy has been
increased remarkably from less than 20% for the
model from the scratch to around 80% for the
model based on VGG16.

6.2 VGG19 model implementation
and results

Architecturally speaking, VGG19 and VGG16
are comparable. In VGG19, there are three extra
convolutional layers. Three fully connected lay-
ers and sixteen convolutional layers total. Simi-
lar to VGG16, 3 * 3 filters are employed in stride
1 convolution layers here. Max pooling opera-
tions are performed using stride 2 and a win-
dow size of 2 * 2. Each of the three completely
connected layers has 4096, 4096, and 1000 neu-
rons. Softmax layer is the bottom layer. All
hidden layers employ ReLU as their activation
function. LRN is not a part of the VGG19 archi-
tecture, which includes around 143 million train-
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Table 4: Model training results based on VGG19
with augmented dataset

Parameters after 50 Epochs Values

Total Training Time (GPU) 221.46s
Time per Steps 131ms
Training Loss 0.5610
Validation Loss 0.5657
Training Accuracy 0.7574
Validation Accuracy 0.7632
Total Model Loss 0.5657
Total Model Accuracy 0.7632

able parameters [PG21]. The second implemen-
tation of transfer learning has been done using
VGG19 as the base model and the the classifier
block is the same as for VGG16-based model.
All layers from the based model are frozen to
keep them non-trainable. Applying same hyper-
parameters and same learning rate for compil-
ing process, the model summary gives the total,
trainable and non-trainable numbers of param-
eters as 20057346, 32962 and 20024384 respec-
tively. The non-trainable parameters are more
than that for VGG16 due to greater number of
connected layers and the trainable number of pa-
rameters are the same as VGG16 regarding the
same filtering block in both models. In the last
step the model has been trained again for 50
epochs with the batch size of 8 as previous train-
ing models with augmented dataset. The results
of the training is shown in Tab. 4.

6.3 ResNet50 model implementation
and results

ResNet has a different structure than the con-
ventional sequential CNN design. With its var-
ious connections, ResNet tries to address CNN
networks’ degradation issue. The degradation
issue arises as deep networks start to converge.
The efficiency of the network hits saturation as
the depth rises (as is to be expected), but then
rapidly declines. To address the degradation is-
sue, ResNet adds shortcut connections (directly
connecting input of some (n + x)-th layer to some
n-th layer) between layers.

Table 5: Model training results based on
ResNet50 with augmented dataset

Parameters after 50 Epochs Values

Total Training Time (GPU) 137.58s
Time per Steps 81ms
Training Loss 0.5799
Validation Loss 0.5574
Training Accuracy 0.7456
Validation Accuracy 0.6842
Total Model Loss 0.5574
Total Model Accuracy 0.6842

Significant information from the previous layer
can be conveyed to the subsequent layers using
shortcut connections. Convolution layers are se-
quentially connected, but they also increase the
output of the convolution block by adding the
original input [HZRS16]. Five convolution steps
make up ResNet50, a 50-layer network built us-
ing the ImageNet dataset as training data. Conv
(1 x 1) is the sole convolution block of Conv1,
which has only one convolution layer. Three,
four, six, and three convolution blocks, respec-
tively, are present in the remaining convolu-
tion layers (Conv2, Conv3, Conv4, and Conv5).
There are three following layers in each convo-
lution block: Conv (1 x 1), Conv (3 x 3), and
Conv (1 x 1). By using the average pooling
layer during downsampling, the feature map’s
size is altered. In addition to this, the net-
work’s last fully linked convolution layer is in-
cluded for categorization purposes. The same
approach as the previous implementation proce-
dures has been used in this step for building the
model based on ResNet50 and all layers from
the based model are frozen to keep them non-
trainable [PG21]. The number of total, train-
able and non-trainable parameters are calculated
as 23718978, 131266 and 23578712 respectively
derived from the model summary. Finally the
model has been trained with the same parame-
ters as before for 50 epochs and the batch size
of 8 with augmented dataset. The results of the
training can be seen in Tab. 5.
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Figure 3: Comparing behavior of the models by
observing accuracy and loss for 50 epochs

7 Summary and Outlook

In this study we tried to explain an application of
transfer learning in the medical filed for finding
abnormality in brain MRI images. We showed
that in the case of small dataset provided for
training the model, the accuracy on model pre-
diction is too low for the results to be reliable
even if data augmentation methods, regulariza-
tion, and hidden layers reduction are applied.
Implementing transfer learning approach gives
remarkable better results on model prediction ac-
curacy in this case. However, the performance of
the model can improve using techniques for ini-
tiating much more reduction in validation and
training loss along with the increase in accuracy
value.

The outcomes of the codes has been presented
in previous sections. In this section we go
through an analysis over the findings and give a
conclusion in the end. First we examined a model
from the scratch which led to an over-fitting and
a very low accuracy. In order to overcome the
over-fitting issue, a new model with less com-
plexity has been implemented considering data
augmentation as well as using batch normaliza-
tion and drop out techniques. In following steps,
three CNN models with different architectures
have been used as the base model. All three
models were pre-triained models from the Keras

Table 6: Model training results based on
ResNet50 with augmented dataset after 50
Epochs

Parameters Model Loss Accuracy

Model from the scratch 0.4153 0.1842
VGG16 based 0.5626 0.7763
VGG19 based 0.5657 0.7632
ResNet50 based 0.5574 0.6842

library. The maximum number of 50 epochs was
selected for training the models with the batch
size number of 8. The hyperparameters were the
same for all training steps for all models. The
overall results are shown in the Fig. 3.

As it can be seen from the charts, the VGG16
shows a better fit for training and test valida-
tion and loss. However, the range of the average
value for both metrics are the same for 3 mod-
els with the pre-tranined base layers as it can be
found in Tab. 6. The loss value for the model
from the scratch considering augmented dataset
is slightly less than other 3 models, although the
accuracy is too low to be worth for accepting the
model. ResNet50 shows a less reliable prediction
results due to the complexity of the model and
low accuracy.

The confusion matrix for three models based
on pre-trained CNN models have been illustrated
in Fig. 4. The results of the confusion ma-
trix shows that a total number of 76 samples
were classified by every model. The model with
VGG19 based layer has mis-classified 15 MRI im-
ages for no tumor and 3 images for having tu-
mor. The mis-classification of the model based
on VGG16 goes for 14 and 3 brain MRI im-
ages for no tumor and having tumor respec-
tively. These numbers are relatively changed for
ResNet50-based model to 19 and 5.

As a result, we have shown that in the case of
having small number of datasets, building a CNN
model from the scratch is not recommended at all
and will not have an acceptable and reliable re-
sults even if the methods for data augmentation
are applied for creating a bigger sets of data. An
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Figure 4: Confusion matrixes for CNN imple-
mentation based on pre-trained models

overall analysis for three transfer learning based
deep convolutional neural network models on ac-
curacy and confusion matrix results comes to the
conclusion that the VGG16 based model shows a
better performance than VGG19 and ResNet50
based models for 50 epochs. An improvement of
the results however could be expected for more
epochs of training.
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Abstract

Machine learning opens great possibilities for
automating diagnostics in pediatric radiology.
However, basic implementations of object de-
tection procedures most likely do not deliver
optimal results. With each new object detec-
tor, model complexity increases and model cus-
tomization becomes less transparent, making op-
timization increasingly difficult for medical pro-
fessionals. Therefore, this paper will provide an
overview of adjustments that can be performed
on an existing x-ray dataset with predetermined
constraints regarding time and resources.
Firstly, a baseline model was established. Sec-
ondly, the data preprocessing, image sizes dur-
ing training and testing, YOLOv7 configurations
and hyperparameters were modified and ana-
lyzed regarding their impact on the mean average
precision (mAP) of predictions.
Hereby, omitting image preprocessing proce-
dures (+17.65% mAP.5, +18.10% mAP.5:.95)
and increasing image sizes during training
(+25.51% mAP.5, +39.78% mAP.5:.95) were as-
sociated with the highest increases in average
precision. Moreover, each category analyzed
could achieve improvements in model perfor-
mance when compared to the baseline. Analyz-
ing these models with Grad-CAM showed dif-
ferences in saliency maps generated by better
and worse models. In general, higher-scoring
models seemed to investigate regions surround-

ing the ground truth more heavily, producing
noisier saliency maps than models with lower
mean average precision.
In conclusion, making adjustments to a radio-
logical dataset and the corresponding YOLOv7
procedure can significantly impact model perfor-
mance. This paper provides an overview, on how
modular, systematic changes to a YOLOv7 ob-
ject detection model can affect detection mAP.5
and mAP.5:.95.

1 Introduction

Machine learning (ML) has found various kinds
of application in medical healthcare, supporting
professionals in task automation, information re-
trieval and decision support. Especially in radi-
ology applications have been developed, adapted
and implemented into daily business, in hopes of
reaping the benefits of the resulting applications
and systems [WS12]. Most notably, computer-
aided detection (CADe) and computer-aided di-
agnosis (CADx) systems assist medical profes-
sionals in the interpretation of patient data and
scans [SGH+22].
CAD systems have a long history, dating back
to the late 1950s, when biomedical researchers
explored the capabilities of expert systems in
medicine, computer programs taking patient
data as input and producing a diagnostic out-
put. With technology advancing, early ap-
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proaches have been optimized and expanded, us-
ing artificial intelligence and specialized com-
puter algorithms to increase predictive perfor-
mance [YT19]. Most commonly, objects in med-
ical images are located and highlighted using
bounding boxes or image segmentation [WS12].
Due to the high degree of complexity of the prob-
lem at hand, deep learning algorithms are not
only preferable to traditional neural networks
[Lai15], but also show signs of equal or supe-
rior performance in certain fields when compared
to medical professionals [JHZ+21]. However, in-
creasing model complexity, data quality reliance,
explainability and ethical concerns limit practi-
cal implementation from fully flourishing. Every
system is only beneficial to medical practition-
ers, if it is simple, safe and trustworthy [GC17].
Achieving full explainability and trustworthi-
ness, why a machine learning model classified
a data point in a certain way, remains difficult.
Particularly when neural networks or deep neu-
ral networks are concerned, the inner-workings
are often too complex for humans to under-
stand [GC17]. Therefore, Explainable Artifi-
cial Intelligence methods are utilized to present
a machine learning model in a comprehensi-
ble fashion. The results of such models can
be of visual, textual, or example-based nature
[vdVKGV22], [SSL20]. Gradient-weighted class
activation mapping (Grad-CAM) represents a
model-agnostic adaptation of traditional Class
Activation Mapping (CAM) [ZKL+16] not lim-
ited to global average pooling. Guided Grad-
CAM acts as a hybrid between Grad-CAM
and guided backpropagation, combining both
methodologies through element-wise multiplica-
tion. The resulting method produces visualiza-
tions of higher resolution that are class discrim-
inative [SCD+17] [vdVKGV22].
The experiments for this paper analyze a You-
Only-Look-Once object detector of the seventh
generation (YOLOv7) for detecting pediatric
wrist fractures. The dataset and realistic base-
line parameters in terms of scope and resources
are inherited by a paper published by Nagy.
The former contains 20,327 images labelled for
nine classes, only two of which, “text” and

“fractures”, occur in more than 11% of images
[NJH+22]. For future reference, values concern-
ing “all classes” target all nine classes of the
dataset, “fractures” reference the class fractures,
while “imbalanced classes” analyze behaviour for
non-text and non-fracture classes. The ablation
study will be analyzed and a baseline model for
this paper will be established, before presenting
research results, all of which are are based on the
corresponding bachelor’s thesis [Til23].

2 Experiments and Results

2.1 Ablation Study

The paper “A pediatric wrist trauma X-ray
dataset (GRAZPEDWRI-DX) for machine learn-
ing” [NJH+22] acts as a reference point in terms
of scope and available resources in a realistic ap-
plication environment. However, the YOLOv5m
configuration was substituted by the newest
YOLO [RDGF16] variation at time of planning
the experiments, YOLOv7 [WBL22]. Dataset
and base configuration parameters remained un-
changed whenever possible and were only altered
for investigative purposes. The former contains
labels for a total of nine classes. By default, im-
ages were edited using contrast and sharpness en-
hancing measures. Tab. 1 provides an overview
of the resulting baseline YOLOv7 model.

Table 1: Baseline model
Parameter Baseline Value

Architecture YOLOv7

Configuration None

Train-Val-Test Split 15327 - 4000 - 1000

Image Size 640x640

No. of Epochs 50

Batch Size 8

Base Hyperparameters hyp.scratch.custom.yaml

IoU 0.65

2.2 Results

During the experiments, six different varia-
tions of parameters were tested. These range
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from altering model architectures without pro-
viding a configuration file, including model con-
figurations, varying image sizes during testing
and training, omitting preprocessing procedures
(Method Editing in Tab. 2) , and adapting
the initial learning rate (Method Hyp - lr0 in
Tab. 2), as well as momentum (Method Hyp
- m inTab. 2) in settings. All variations were
trained for the same amount of epochs, batch
size and intersection-over-union (IoU) settings.
The results are found in Tab. 2. Predictive
power is evaluated by analyzing the mean aver-
age precision (mAP), valuing the IoU of ground
truth and predicted bounding box after a 50%
threshold is passed (mAP.5), or weighted de-
pending on the degree of conformity in 5% in-
tervals, ranging from 50% to 100% (mAP.5:.95)
[PNDS20, WC22].

3 Discussion

3.1 Archtictures and Configurations

Using configuration was generally preferable to
using no configuration, excluding the YOLOv7-
Tiny architecture. Every architecture equally
scaled to YOLOv7 or upwards, performed simi-
larly well, with only minor differences to be de-
tected. In the given setting, using the YOLOv7
or YOLOv7-X configurations produced the best
results on average. The YOLOv7-Tiny config-
uration performed the worst across all metrics
besides inference time. YOLOv7-W6, YOLOv7-
E6, and YOLOv7-D6 configurations have shown
to be more performant on the MS COCO
dataset, as their architectures were larger, in-
cluding more layers, gradients and parameters.
However, neither of those models performed bet-
ter than YOLOv7 or YOLOv7-X on average.
As described above, each model was trained for
50 epochs on a batch-size of 8. These val-
ues were lower than in comparable studies, like
[IRY+22], [WBL22], [KAF+21]. Moreover, the
default value in the code of [WBL22] on GitHub
(https://github.com/WongKinYiu/yolov7), con-
figured a default number of epochs of 300 with
a batch size of 16. Therefore, the results shown

Table 2: Resulting mAP for YOLOv7 variations,
Models marked with ’*’ are equivalent to the
baseline
Method Variation mAP.5 mAP.5:.95

Default* 0,494 0,274

No CFG YOLOv7-Tiny 0,544 0,326

YOLOv7* 0,494 0,274

YOLOv7-X 0,455 0,259

YOLOv7-W6 0,473 0,262

YOLOv7-E6 0,405 0,214

YOLOv7-D6 0,445 0,252

CFG YOLOv7-Tiny 0,499 0,291

YOLOv7* 0,494 0,274

YOLOv7 0,56 0,337

YOLOv7-X 0,559 0,34

YOLOv7-W6 0,521 0,314

YOLOv7-E6 0,544 0,319

YOLOv7-D6 0,542 0,323

Image 320 — 320 0,543 0,324

320 — 640 0,444 0,242

480 — 480 0,504 0,28

480 — 640 0,445 0,23

640 — 480 0,498 0,275

640 — 640* 0,494 0,274

640 — 800 0,459 0,249

800 — 640 0,62 0,383

800 — 800 0,579 0,364

Editing Edited* 0,494 0,274

No Edit 0,64 0,385

Hyp - lr0 0.1 0,353 0,176

0.01* 0,494 0,274

0.001 0,554 0,348

0.0001 0,497 0,307

Hyp - m 0.9 0,444 0,242

0.937* 0,494 0,274

0.99 0,528 0,321

0.999 0,35 0,182

in Tab. 2 suggest that those models with larger
architectures have not converged before the end
of training. In consequence, when paired with
a larger number of epochs or batch-size, these
configurations may outperform the YOLOv7
or YOLOv7-X configuration. Alternatively, as
shown below, modifying certain hyperparame-
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ters, like learning rate or momentum, may influ-
ence the convergence speed. Thus, this matter
may require further investigation before a con-
clusion can be drawn.
Using only pre-trained weights without a config-
uration file led to worse results on average. Ex-
cept for YOLOv7-Tiny, all models experienced
losses of around 9.21% to 32.92% regarding the
mean average precision. On the other hand,
YOLOv7-Tiny scored better when disregarding
the configuration. The results showed a simi-
lar trend as those above for using configuration
files, in a sense that smaller model architectures
delivered better results than larger ones. As-
suming the hypothesis about too short training
times to be true, configuration files could in-
crease the convergence speed. This could explain
the shift of the performance peak from medium-
sized models, like YOLOv7 or YOLOv7-X, to the
smallest architecture provided.
However, the influence of configuration files did
not affect all models positively. YOLOv7-Tiny
experienced performance increases of 9.02% and
12.03% for mAP.5 and mAP.5:.95, respectively.
The corresponding configuration could purposely
inhibit model performance for keeping the model
as lean as possible. The direct influence on using
configuration files regarding convergence speed
and performance potential requires further inves-
tigation before being conclusive.

3.2 Modifying the Dataset

Results for using different image sizes during
testing and training were subject to variation
more than alterations of the configuration. The
model trained on images sized 800x800 and
tested on images of 640x640 scored second best
on mAP.5 and mAP.5:.95 for all classes. Testing
on larger images than those used during training
caused models to perform similarly bad to omit-
ting model configuration. Training and testing
the model on unedited data showed the largest
increases in mAP.5 and mAP.5:.95 for all classes,
while simultaneously lowering the inference time
necessary for detection.
Increasing the image size for training to 800x800

delivered the best results concerning average pre-
cision. Smaller image sizes for training yielded
increased performance of object detection aver-
aged across all classes. However, fractures were
detected equally or less precise. Using smaller
image sizes may have reduced general noise in
images during training. This would have facili-
tated focusing on more recognizable features and
achieving higher average precision rates on such
than comparable models. More subtle features,
e.g. fractures, benefited from images of higher
resolution. Additionally, the data suggested that
image size for testing and inference time were
correlated, causing inference time to rise, when
images of higher resolution were used. Train-
ing and testing on different resolutions may be
a viable solution for time critical applications.
The small sample size tested suggested towards
YOLOv7 object detection models to be down-
wards compatible regarding training and testing
image sizes. Detecting images of lower resolution
than during training produced similar results as
using the training size, benefiting from faster in-
ference without compromising quality. On the
other hand, upwards compatibility, testing on
images with higher resolution than during train-
ing, did not seem to be likely.
The preprocessing procedures seemed to inhibit
full feature visibility. Average precision for all
classes was increased when training and test-
ing with unedited data. However, it remained
unclear, to what degree contrast or sharpening
contribute individually to the decrease in per-
formance. Applying these procedures separately
and analyzing the resulting models may provide
further knowledge.

3.3 Altering Hyperparameters

Modifying the hyperparameters initial learning
rate (lr0) and momentum (m) had significant
negative effects on object detection performance
for all classes, as seen for lr0=0.1 or m=0.999.
On the other hand, adjusting these to benefit the
model, minorly influenced all classes, but may
yield large performance increases for individual
ones. Setting the learning rate to 0.001 produced
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the highest scoring model regarding mAP.5 for
fractures.
An increased initial learning rate led the model
to quickly draw conclusions about certain classes.
As seen with predicting fractures, if these la-
bels occurred frequently, errors were less preva-
lent and balanced out over time. However, full
model convergence may not have been achieved
in a time- or resource-constrained environment.
Lower learning rates allowed the object detection
model to compensate the imbalanced classes.
Lowering this figure to 0.0001 increased model
performance for all classes, roughly matching it
for only fractures as well, when compared to
the baseline. Different training parameters, like
epochs or batch size, would most likely require
different learning rates for quickest model con-
version. Nonetheless, an initial learning rate of
0.001 accommodated the circumstances best.
A momentum of 0.99 yielded the best scores for
recall, mAP.5, and mAP.5:.95 for all classes, as
well as fractures viewed separately, for the cur-
rent model configuration. However, the overall
increase in percentage was significantly larger for
less common classes than for fractures. Values of
0.9 or 0.999, on the other hand, performed worse
regarding the same three values. Both experi-
enced larger drop offs in average precision for
less common classes. Slightly increasing momen-
tum showed greater model performance overall.
The momentum parameter showed signs of being
more sensitive towards lesser, and more stable to-
wards more frequent features.
However, simply selecting the best scoring varia-
tion for each method analyzed will most likely
not result in the optimal model. As e.g.
[IRY+22] shows, various components interact
with and influence each other. A simple shift
in the base configuration may have caused the
model to show a different behavior as the one
analyzed above. Fully understanding the rela-
tionship between the methods mentioned previ-
ously goes beyond the scope of this paper and
requires further research on this topic.

Figure 1: Baseline saliency map

Figure 2: Better models saliency maps

Figure 3: Worse models saliency maps

64



Till et al. 2023 Scientific Computing 2023

3.4 Grad-CAM Analysis

Object detection models that predicted object lo-
cations with higher precision, accuracy and mean
average precision, are described as better mod-
els. Grad-CAM was used to analyze model per-
formance, beyond the resulting precision values.
Therefore, saliency maps of different object de-
tection models, grouped by performing better or
worse than the baseline (Fig. 1), were generated
for the same image.
In general, the models, which scored better in
previous experiments (Fig. 2), produced nois-
ier saliency maps than their worse counterparts.
High attention was directed towards the area in-
side the resulting bounding box. However, some
models produced regions of high focus outside
the perimeters of the bounding box, without be-
ing classified. The worse models (Fig. 3) showed
signs of being less noisy than the better models,
except for hyp-lr-.1. Attention was primarily di-
rected towards the actual fracture, rather than
the surrounding regions. This seemed counter-
intuitive, as these models predict their bounding
boxes with less confidence, when compared to the
others.
The saliency maps may have hinted towards an
imbalance in accuracy and precision for the ob-
ject detection models tested. The worse mod-
els produced comparably precise saliency maps,
directing their focus towards few regions with
great intensity. Better models took more features
into consideration, some even being analyzed in-
depth. However, the example image was com-
parably easy to predict, as e.g. a model with a
test score of 0.35 mAP.5 by hyp-m-.999, gener-
ated a correct bounding box. For true positives,
as in said image, worse models produced appeal-
ing results, as model prediction was accurate and
precise. As soon as the prediction outcome was
uncertain and not immediately verifiable, these
became increasingly problematic.
Object detection models should primarily be pre-
cise and secondarily accurate. Using object de-
tection models in practice that focus on a small
amount of image regions, of which none contain
a fracture, despite one being present, made it

prone to detecting false negative results. These
may have caused the comparably low scores in
mean average precision while testing. More-
over, producing widespread saliency maps al-
lowed medical professionals to reassure model va-
lidity. They generated key reference points, in
which models directed more attention to certain
regions than others. These could have assisted
radiologists in checking detection outcomes more
effectively and efficiently.

4 Conclusion

Despite all parameters analyzed producing at
least one variation with better results than the
baseline, adjusting the dataset to fit model re-
quirements improved the mean average preci-
sion during testing most significantly. Moreover,
sharpness and contrast enhancements prohibit
models from learning features as effectively and
efficiently than unedited images. In addition,
increasing the image size during testing caused
model mAP.5 and mAP.5:0.95 to increase by
25.51% and 39.78%, despite being tested on im-
ages of smaller scale.
Using larger architectures did not automatically
cause the model to perform better. Especially in
tight environments, where batch-size and num-
ber of epochs were kept constant, these mod-
els seemed to fail to reach conversion in the
available time. If resource-constraints cannot be
improved, adjusting hyperparameters like learn-
ing rate or momentum may accelerate the pro-
cess. Furthermore, customized hyperparameters
for the baseline increased mAP by up to 27.01%.
When analyzed with Grad-CAM, higher-scoring
models produced noisier saliency maps than
lower-scoring ones. Therefore, better models
seemed to take more image regions into consid-
eration, while worse models filter out large parts
of images. In consequence, models with lower
mAP generated saliency maps with significantly
less widespread parameters, which, if detection
failed, could cause them to omit relevant regions
prematurely. Applying these procedures sepa-
rately and analyzing the resulting models may
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provide further knowledge about the efficacy of
machine learning in human healthcare, especially
pediatrics.
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Abstract

This paper deals with the dimensioning, design
and fluid flow calculation of a radial compressor
of aero engines. Specifically, in the first part, a
centrifugal compressor is designed using thermo-
dynamic equations and via thermal turbo ma-
chinery formulas with Matlab® [Mat21]. In or-
der to facilitate the operation for the user, a
GUI is resorted to, which plots the velocity tri-
angles, key figures of the centrifugal compressor
and other parameters, depending on about 18 in-
put values.
The dimensions calculated in Matlab are then
transferred directly to an .xlsx file, which is
also linked to CATIA® [Das12]. With CA-
TIA, an impeller model is designed which is au-
tomatically updated and follows the calculated
geometric dimensions. The CATIA model is
mainly used for visualization purposes, so that
the User of the Matlab GUI gets to see what
the via Matlab calculated impeller could possi-
bly look like. In the last step, the flow calcu-
lation of a centrifugal compressor is performed
using Ansys® [ANS22]. This flow calculation is
intended to show whether the analytical method-
ology of compressor design comes close to numer-
ics and how well these two methods can be com-
pared.
Since the CATIA model is not adopted by Ansys,
due to simplification purposes, a new impeller ge-
ometry is created with the BladeGen-Tool. Tur-
boGrid is used for meshing the flow channel and

CFX for inserting boundary conditions, as well
as for the evaluation of the results.

1 Introduction

Centrifugal compressors, such as the one shown
in Figure 1, are used in many areas. Whether in
automotive engineering as so-called turbocharg-
ers/centrifugal compressors with a volute casing,
or in gas engine technology and thermal turbo
machinery as the final compressor stage after an
axial compressor, as well as in many other indus-
trial areas.

Figure 1: Impeller of the centrifugal compres-
sor – designed with CATIA V5-6R2012

In this paper, however, mainly aviation is rele-
vant, thus the use of centrifugal compressors in
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aircraft engines is given special importance. In
particular, a compact calculation tool for cen-
trifugal compressor geometry is to be designed,
which can also be used for teaching purposes.
Knowing how a centrifugal compressor operates
plays a role in many technical areas and is indis-
pensable in science.
The operation of the centrifugal compressor is
explained in this chapter, as well as the depen-
dence of the blade curvature on the flow veloci-
ties and angles.

1.1 Operating Principle of the Cen-
trifugal Compressor

The entire compressor consists of an impeller, as
shown in Figure 1, a casing and a diffuser.
The rotor, i.e. the impeller, is bladed. As dis-
played in Figure 2, the fluid flows into the im-
peller coming from the left, ideally swirl-free.

Figure 2: Side view of the impeller

In Figure 2, the curve in red at the top of the
blades indicates the geometry of the compres-
sor, the housing, which defines the outside. The
fluid experiences acceleration in the radial direc-
tion and also an increase in pressure. The high
stage pressure ratio, i.e. the compression ratio
of a compressor stage, is due to the centrifugal

force experienced by the fluid [Bor12, p. 13]. In
order to keep the inflow cross-section as open as
possible for the flowing medium, every second
blade is used in a shortened form and starts fur-
ther back in the blade channel. The short blade
elements are usually called splitter blades. The
centrifugal compressor performance is improved
by a stronger blade curvature of the front blade
elements. These blades are called inducer blades.
The exact blade geometry is discussed in chap-
ter 1.2.
Once the fluid has passed through the impeller,
the diffuser follows. In the diffuser, the flow is
to be decelerated. The high kinetic energy is
converted into pressure energy, the compression
pressure and thus the pressure ratio increase fur-
ther. The efficiency of the centrifugal compressor
depends heavily on the diffuser.

1.2 The Influence of the Flow Trian-
gles

The flow triangles, both of the compressor inlet
and outlet, are instrumental in determining the
blade geometry.
A velocity triangle is generally used to represent
the flow velocities and their direction to show the
operating principle of the compressor, as well as
to determine the blade geometry needed to meet
the requirements. The blade curvature thus de-
pends on the flow angles. These will be explained
in more detail below.
A distinction is made between a backward curva-
ture, radially ending blade and a forward curved
blade geometry. The exact case distinctions are
shown in Figure 3, where β is defined as the blade
angle.
Typically, in turbocharger and aero engine tech-
nology, an impeller has a forward curvature at
the inlet and a backward curvature or even a ra-
dial end at the outlet.
A typical flow triangle for the compressor outlet
can be seen in Figure 4. Such a velocity triangle
is common for a backward curvature. Shown in
the graph are the relative velocity w, circumfer-
ential velocity u, meridional velocity cm, absolute
velocity c, and the absolute velocity in circumfer-
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Figure 3: Impeller blade curvature for different
velocity triangles. a: backward curved blade β <
90◦; b: radial ending blade β = 90◦; c: forward
curved blade β > 90◦ [Eck53, p. 281]

ential direction cu. The index 2 in Figure 4 refers
to the compressor outlet.

Figure 4: Flow triangle at the impeller outlet –
Index 2 and its parameters:
circumferential velocity u; relative velocity w;
meridional velocity cm; absolute velocity c; ab-
solute velocity in circumferential direction cu

It should be noted that the calculated blade an-
gle does not correspond to the actual flow angle.
This is due to the forces acting in the rotating
system, centrifugal forces on the one hand, Cori-
olis forces on the other.
Normally, the fluid flow should be parallel to the
blade at all times, but due to the Coriolis force,
the particles experience an acceleration opposite
to the direction of rotation and are deflected from
their path. Thus, the individual air particles are
pushed to the left side of the trailing vane, for ref-
erence see Figure 5. In Figure 5, ω indicates the

direction of rotation. Negative pressure behind
the leading blade and positive pressure in front of
the trailing blade results inside the flow channel.
Equalizing flows and vortices cause an increase in
flow velocity on the negative pressure side, and a
deceleration on the positive pressure side. Fric-
tional losses increase and finally flow separation
occurs. The resulting detachment area can no
longer be used by the flow, and a constriction of
the channel occurs. In Figure 5, the design chan-
nel width is marked as h, the constricted channel
width as h*. The velocity profile within the flow
channel is also evident.

Figure 5: Actual velocity distribution in the
flow channel with ω being the angular velocity
[Eck53, p. 297]

The further narrowing of the flow channel results
in a flow angle that no longer corresponds to the
blade angle. As a result, the compressor cannot
convert the theoretically possible power. This
power loss is described by the underperformance
factor μ [Pal18, p. 61]. The underperformance
factor indicates the power loss due to separation
and, according to [Eck53, p. 296], is determined
as shown in Equation (1):

μ =
1

1 + π
2 · sin(β2)

z·
(
1−D1

D2

)
(1)
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The parameter z indicates the number of
blades, the angle β2 is the blade angle at the
outlet, the ratio D1

D2
corresponds to the inlet di-

ameter divided by the outlet diameter.
Of course, to describe the efficiency of compres-
sors, a lot more factors need to be taken into
consideration. However, the already thoroughly
mentioned underperformance factor is one of the
most popular in the compressor sector. The
points discussed should give a brief overview
about impellers at first glance.

2 Methods

The Methods chapter is divided into three parts.
First, it describes how the calculation of the
centrifugal compressor is performed in Mat-
lab R2021a. Then, the parameterized design of
the impeller on CATIA V5-6R2012 is discussed.
The flow calculation of the designed system is
implemented using Ansys Workbench 2022R2.

2.1 Matlab

Matlab is ideal as software for calculating math-
ematical problems, in this case for compressor
estimation, as well as for visualizing the calcu-
lated data.
Using this program, a complete conceptual calcu-
lation of the compressor impeller was performed.
This includes the flow angles and velocities, any
dimensions, i.e. the geometries of the inlet, out-
let and guide vane/diffuser, as well as key fig-
ures that characterize the centrifugal compres-
sor based on its efficiency. The exact calculation
procedure will not be discussed in detail here, as
it has been carried out and explained in detail in
the work by [Kir23].
With the help of a GUI (=Graphical User In-
terface) the calculation shall be facilitated for
the user. The user is able to vary 18 input pa-
rameters, according to which the compressor is
subsequently designed with the already briefly
described calculation rule. The input options in-
clude, for example, the number of blades z, the
desired shaft power P, ambient pressure p0 and
temperature T0, the airspeed c0, various efficien-

cies and quite a few other parameters.
The startup window of the GUI is visualized in
Figure 6.
Notice: The GUI is not translated into english.

Figure 6: Graphical User Interface for the im-
peller design

On the right side, in Figure 6, the flow trian-
gles of inlet, outlet and diffuser are shown. In
the upper diagram, the calculated vectors, and
in the diagram below, an interpretation guide of
the velocity triangles.
The left side of the GUI in Figure 6 is dedi-
cated to the input and output of numerical data.
As already described, the input tab contains the
user’s target data, distinguishing between the ba-
sic variables and the extended tab. The most im-
portant characteristic values are to be defined in
the basic variables window; further data, rather
less relevant for the standard user, in the exten-
sion window.
The output window itself is divided into three
elements. In the first window, a cycle process
of a typical Turboprop engine is displayed, in-
cluding the calculated values in tabular form.
The cycle process will not be discussed in detail
here. Of greater importance is the second out-
put window, see Figure 7. The lower table shown
in the Figure lists the most important key fig-
ures for characterizing the centrifugal compres-
sor. These include the mass flow rate and the
underperformance factor. The latter has already
been explained. Other key figures are also given,
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Figure 7: Output values of the impeller calcu-
lation

and a detailed explanation can again be found
in [Kir23].
The upper table in Figure 7 shows the velocities
listed in chapter 1.2, the dimensions, i.e. diame-
ter and blade height, as well as the relevant flow
angles. The unit system used is the SI-System,
only the angles deviate from this convention and
are given in degrees.
The Export-Button saves all calculated data and
graphs. Tables are saved as Excel files, graphs
as .jpg files. Thus, it is possible to make a num-
ber of parameter changes to compare afterward.
After evaluating the data, the most important
parameters are transferred to CATIA for the im-
peller design.

2.2 CATIA

The impeller was designed using CATIA V5-
6R2012. Since the compressor impeller has a
relatively complex geometry, the model was ini-
tially created in Generative Shape Design, CA-
TIA’s surface design tool. Subsequently, the ge-
ometry was converted into a solid in Part Design.
The created surface model of the impeller can be
seen in Figure 8.

Figure 8: Impeller shape model

The inner surface represents the impeller hub,
the outer surface the tip, thus the outer bound-
ary of the blades. The blades themselves can be
seen between the impeller hub and the slightly-
transparent housing, i.e. the outer surface. It is
noticeable that the right blade is made shorter,
as a so-called splitter blade. If this blade was not
shortened, the inflow cross-section would be con-
siderably reduced. Thus, it is shortened in order
to keep the flow channel open as much as possi-
ble.
With the help of circular patterns, the next step
was to transform the impeller into a solid, as
shown in Figure 1. As already mentioned, this
model is automatically updated after changing
the input parameters, thus after the Matlab cal-
culation.
The CATIA model is mainly used for visualiza-
tion purposes, so that the user of the Matlab GUI
gets an overview about the calculated geometries
and angles and will not be used within Ansys due
to simplification purposes.

2.3 Ansys

The simulation software Ansys enables the fluid
flow and strength calculation of the centrifugal
compressor. If only a CFD-(= Computational
Fluid Dynamics) calculation of the impeller is
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desired, the use of the programs BladeGen, Tur-
boGrid and CFX is sufficient. If one is further
interested in a strength calculation, the addi-
tional use of the applications Mechanical-Model
and static-mechanical analysis is necessary. The
overall structure and linkage of the programs in
the Ansys Workbench user environment is shown
in Figure 9.

Figure 9: Ansys Workbench structure (Images
used courtesy of ANSYS, Inc.)

The BladeGen environment allows the design of
the centrifugal compressor. The model is not
adopted by CATIA, as the use of the BladeGen
tool allows the performance of the centrifugal
compressor to be better determined.
The two meshing programs TurboGrid and
Mechanical-Model are used respectively for the
meshing of the flow channel and the blade itself.
CFX solves the flow calculation under the spec-
ification of initial conditions, while the static-
mechanical analysis performs the strength cal-
culation of the compressor impeller.

BladeGen In the BladeGen [ANS22] environ-
ment, the blade geometry in particular is de-
fined. Decisive influencing parameters on the ini-
tial model are, as so often, the blade angles at the
inlet and outlet, as well as the blade thickness at
the hub and at the tip of the blade. The basic
design window can be found in Figure 10. Here,
the blade angle is shown in the bottom left of
the diagram, while the blade thickness is shown
to the right. The two diagrams above show the
blade cross-section and the blades in plan view

on the right.
This compressor model represents the basis for
a successful flow calculation. The smallest in-
accuracies can have severe consequences, leading
either to wrong results, or to error messages in
the solver.

Figure 10: Ansys BladeGen User-Interface (Im-
ages used courtesy of ANSYS, Inc.)

TurboGrid The program TurboGrid [ANS22]
is responsible for the meshing of the flow chan-
nel. The blade itself is not meshed. The rota-
tional symmetry of the impeller in relation to the
axis of rotation can be used elegantly, and only a
single flow channel has to be meshed. The whole
mesh, see Figure 11, is the result of arranging
together the individual elements.

Figure 11: Meshed flow channel (Images used
courtesy of ANSYS, Inc.)
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The element size and number is crucial for the
accuracy of the results. During this flow calcula-
tion, a maximum element number of only 500,000
could be realized, due to the limitation of the stu-
dent version. The results are nevertheless mean-
ingful and illustrative.

CFX The CFX [ANS22] environment is
divided into Setup, Solution and Results. In
the setup, the boundary conditions are set. In
this case, a rotational speed is to be specified
at which the compressor rotates. Likewise, the
mass flow rate at the outlet, as well as the
relative pressure to the ambient air at the inlet,
are specified.
Before starting the Solver, it is recommended to
define so-called Monitor Points. Monitor points
allow the output of certain physical data at a
mesh region during the solving process. This
has the great advantage that it can already be
decided during the solution process, whether
the output data is realistic or not. For example,
when plotting the averaged flow velocity over
the outlet cross-section, an enormous value or
even a very low value would indicate an error.
Figure 12 shows the plot of the outlet pressure
monitor point. The x-axis shows the number of
iterations, the y-axis the pressure.

Figure 12: CFX-Solver – pressure monitor
Shows the static pressure at the impeller outlet
over the past iterations of the calculation (Im-
ages used courtesy of ANSYS, Inc.)

An oscillation of the pressure curve is noticeable,
the solution does not converge in this case, the
reason being either a too high mass flow rate
or a too high rotational speed of the impeller.
Usually, the pressure curve should approach a
specific value for the pressure.
This pressure curve can nevertheless be used for
the evaluation of the results.

3 Results

In the CFX-Post area, the results of the flow sim-
ulation are evaluated. A predefined report allows
the evaluation of all relevant data of the compres-
sor. The pressure/entropy/velocity distributions
are displayed over the relevant sections, as well as
the Mach number and a few other parameters/-
factors. Figure 13 shows the velocity distribution
along the impeller, theM-axis is set as the axis of
rotation. The very low velocity in the outlet re-
gion (right) of the leading blade is striking. The
low flow velocity can be attributed to the chan-
nel vortex and the aerodynamic processes in the
flow channel described in chapter 1.2.

Figure 13: Velocity distribution over the im-
peller depth at 50 % blade height (Images used
courtesy of ANSYS, Inc.)

The streamlines of the velocity in the channel
system also indicate, how the flow behaves in the
flow channel and can be seen in Figure 14.
Streamlines represent curves that are tangential
to the velocity field. Thus, the orientation of the
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Figure 14: Velocity streamlines in the flow chan-
nel (Images used courtesy of ANSYS, Inc.)

streamlines at each individual point corresponds
to that of the velocity vector at that point. They
are used to illustrate the flow of a fluid.
In the real word, streamlines are often visualized
in a wind tunnel, with the help of a fog. This
method is very well known in the field.
Last but not least, the pressure curve along the
compressor depth determines whether the com-
pressor ultimately fulfills its function of com-
pressing the air. The velocity distribution al-
ready gives a more detailed insight into the flow
behavior and the functioning of the impeller. For
complete characterization, the pressure distribu-
tion over the impeller depth is shown in Fig-
ure 15.

Figure 15: Pressure distribution at 50 % blade-
height (Images used courtesy of ANSYS, Inc.)

In Figure 15, the red lower curve shows the
course of the static pressure, the upper blue

curve the total pressure. The x-axis shows the
impeller depth, the y-axis the pressure relative to
the ambient pressure. The diagram depicts that
at an ambient pressure of 1 bar, the total pres-
sure ratio Πg is about 4.2. A subsequent diffuser
could increase the static pressure considerably.
Ansys is capable of writing the performance data
to a table. The compressor calculated using Mat-
lab was designed as well as possible in Ansys, the
evaluation of the performance data, see Table 1,
shows a striking similarity of the analytical and
numerical calculation methods. The lower re-
quired drive power P in kW, which was deter-
mined by Ansys, is due to the reduced mass flow
rate ṁ, the total pressure ratio additionally due
to the reduced rotational speed nK .

Table 1: Performance data comparison: Ansys -
Matlab of the parameters:
rotational speed nK; mass-flow-rate m

.
; volume-

flow-rate V
.
; shaft power P; volumetric effi-

ciency φ; total pressure ratio Πg; total tempera-
ture ratio T2g/T1g

Ansys Matlab

nK 700.00 833.33 1/s

ṁ 3.20 3.75 kg/s

V̇ 2.73 3.40 m3/s

P 655.65 800.00 kW

ϕ 0.22 0.23

Πg 4.19 5.00

T2g
T1g 1.68 1.65

The results thus show that analytical calcula-
tions are quite relevant for conceptual design,
since the deviation from the data of a flow sim-
ulation is comparatively small.
In Table 1,

T2g

T1g
is the total temperature ratio of

the outlet divided by the inlet, whereas ϕ stands
for the volumetric efficiency.
The volumetric efficiency represents the ratio of
the real volume flow to the theoretically maxi-
mum possible [Eck53, p. 300].
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Summary and Outlook

This paper focused on the design, construction
and flow calculation of a centrifugal compressor.
The Matlab design tool and the automatically
updating CATIA model are fully functional.
The determined flow results of the Matlab pro-
gram are also to be evaluated as quite positive
and deviate only slightly from the Ansys flow cal-
culation. Thus, the results are not to be regarded
as unrealistic. A deviation of the results is nat-
ural, the analytical methods nevertheless come
close to the numerical calculation. The deviation
amounts to only a few percent, thus showing a
high accuracy.
This work is an excerpt of the bachelor thesis
by [Kir23] and represents only a fraction of the
whole project; in case of greater interest, please
refer to this work.
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eines Radialverdichters. Bachelorar-
beit, FH JOANNEUM Luftfahrt/Avi-
ation, Graz, 2023.

[Mat21] MathWorks. MATLAB (Version
R2021a), 2021.

[Pal18] Josef Palla. Gasstrahltriebwerke
1. Skriptum, HTBLA Eisenstadt -
Flugtechnik, 2018.

80



81



Development of a calculation algorithm for the power design of a

vertical icing wind tunnel (IWT)

Müller Elias1 and Pircher Fabian1

1FH JOANNEUM – University of Applied Sciences, Institut Luftfahrt/Aviation, Alte Poststraße 147, 8020
Graz, Austria

Abstract

This project deals with the development of a cal-
culation algorithm for the power-related design
of the components of an icing wind tunnel for
researching icing phenomena on wing profiles at
the FH JOANNEUM in Graz. By considering
pressure loss calculation, general fluid dynamics,
heat flow analysis and general thermodynamics,
a calculation algorithm is developed, which cal-
culates the required power quantities of the wind
tunnel elements such as the air conditioning unit
and the fan depending on input variables such as
the general channel cross-section, the test cham-
ber cross-section and the test flow velocity of the
wind tunnel medium. The results are calculated
as a function of input parameters selected by the
user and are displayed by using 3D plots, which
makes it easier for the user in the project decision
phase to commit to a concept or to consider the
effects caused by changes during the progress of
the project. This calculation is programd using
the software MATLAB 2021b.

1 Introduction

Wind tunnels have been used since the beginning
of the 20th century to draw conclusions about
the behaviour of assemblies, constructions, ve-
hicles and aircraft in reality from model tests.
In aviation, individual assemblies of the aircraft
or even entire aircraft models are usually tested
in wind tunnels for their aerodynamic proper-
ties and for occurring environmental conditions

such as icing. In order to be able to simulate
all flight conditions, several test runs in different
wind tunnels may be necessary. The Institute
of Aviation at the FH JOANNEUM - University
of Applied Sciences in Graz currently operates a
horizontal icing wind tunnel to generate and re-
search icing phenomena on wing models. How-
ever, this channel no longer corresponds to the
current state of the art and is therefore to be re-
designed as part of a project. This work deals
with the development of a calculation algorithm
for the performance design of a closed wind tun-
nel concept.

1.1 Types of wind tunnel

In general, two wind tunnel models are distin-
guished on the basis of flow recirculation. In the
open wind tunnel, the flow medium is taken from
the environment, accelerated by a fan, smoothed
by flow calming and released back into the en-
vironment after the test chamber. According to
[BRP99, p. 27], this type of wind tunnel requires
more energy in operation, generates more noise
emissions and the flow medium properties are
strongly dependent on the existing environmen-
tal conditions. In the closed wind tunnel, where
the flow medium is returned to the fan after the
test chamber, thus creating a circuit, the flow
conditions are dependend on the environmental
conditions, less noise is produced and the con-
trol of the medium temperature is easier to im-
plement, which is essential for the operation of
an icing wind tunnel. In Fig. 1 we show the con-
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Figure 1: Top view of a closed wind tunnel
[BRP99, p. 26]

struction of a closed wind tunnel.
A further subdivision of wind tunnels is made
by the type of flow through the test chamber.
A horizontal wind tunnel model is one in which
the flow medium flows horizontally through the
test chamber. In icing wind tunnels, where water
droplets have to be injected into the flow medium
to form ice, this means that the path of the wa-
ter droplets is influenced by gravity. In order to
make the supercooled water droplets hit the test
model to create icing, an exact combination of
nozzle position and flow velocity is required. A
vertical wind tunnel, on the other hand, has a
test area with vertical flow, which eliminates the
effects of gravity on the droplet trajectory.

1.2 Final wind tunnel concept

In order to be able to apply and test the cal-
culation algorithm developed for the design, a
concept is required on which the calculations are
to be based. This was worked out in the concept
phase of this project. In addition, an attempt
was made to eliminate all negative effects of the
current wind tunnel at FH JOANNEUM. The
design phase was done in six steps. In each step,
a new design was constructed with a different
arrangement of the individual components with
respect to the previous model. Subsequently, the
disadvantages of each concept were analysed and
evaluated. The evaluation resulted in the final
design shown in fig (2). The heat exchanger is
located on the right side of the duct due to the

Figure 2: Wind tunnel concept as the basis for
the power calculations.

required large distance with respect to the in-
jection nozzle system. This has the advantages
of a more homogeneous temperature distribution
in the duct cross-section and fewer problems re-
garding component icing due to the injected wa-
ter droplets. The fan is located in the upper
duct cross-section. The narrowing of the chan-
nel cross-section at the bottom ensures as much
space as possible between the bridge transition
installed at FH JOANNEUM and the icing chan-
nel. In addition, in contrast to the current icing
channel, there is a heating element in the lower
horizontal segment after the measuring cham-
ber. If this is switched on instead of the heat
exchanger, the icing channel can be quickly de-
iced. The injection is located directly after the
calming zone. This positioning is again chosen
because of the other icing of the stilling elements.
As a general rule, elements that are important
for operation should not be mounted in the im-
mediate vicinity of the measuring chamber and
the injection system, as this would lead to an in-
creased risk of icing and thus to a restriction in
operation or disturbances of the flow field.
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Fig. 2 shows us on the left side (from top
to bottom): corner 4, the calming section, the
nozzle-system, a rejuvenation, the test chamber,
a diffusor and corner 1. On the right side: corner
2 and 3 and the heat exchanger. On the bottom
is a drainage and the heating element and on the
top you can find the fan.

2 Methods of calculation

In order to fully design a concept the power
quantities of the wind tunnel components are
required, among other things. The three main
components of an icing wind tunnel are the fan
to accelerate the flow, the air conditioning unit
to cool the flow medium and thus generate icing
conditions and a heating coil to defrost the wind
tunnel between two test runs in order to achieve
proper flow conditions.

2.1 Fan power

The required fan power is calculated by taking
into account the volume flow and the pressure
loss occurring in the path of the tunnel.

PFan = V̇ ·Δp (1)

The volumetric flow rate depends on the test
chamber cross-sectional area and on the flow ve-
locity, if the flow conditions are below Ma = 0.3
and thus the simplified incompressible continu-
ity equation may be assumed. The total pres-
sure loss Δp is calculated using the equations
(2-4, [BK21, p. 227]) the sum of all individual
and pipe friction losses generated by the tunnel
elements in the flow and by the tunnel walls.

Δp =
∑

Δpindiv +
∑

Δppipe (2)

The individual pressure loss contributions
pindiv are calculated by multiplying the individ-
ual, component-dependent pressure loss coeffi-
cient by the density of the flow medium and the
square of the flow velocity.

Δpindiv =
1

2
· ρ · v2 · ζ (3)

The pipe friction pressure losses depend on
the cross-sectional geometry (hydraulic diameter
Dh), the pipe friction coefficient λ, the length of
the tunnel section L and also on the density ρ
and the square of the prevailing flow velocity v.

Δppipe = λ · L

Dh
· ρ · v

2

2
(4)

2.2 Air conditioning unit power

The calculation of the required air conditioning
unit power is a conservative estimation by adding
the required individual single powers for the ac-
tual cooling process and for the compensation of
the stationary heat flow loss as well as the power
introduced into the system by the fan during the
operation of the icing wind tunnel. The cool-
ing process itself is assumed to be an adiabatic
process, so the required individual power is cal-
culated with

PC =
QC

tC
(5)

where tC is the desired cooling time and

QC = m · cp ·ΔT (6)

the amount of heat to be removed, which is cal-
culated by the mass m, the heat capacity cp and
the temperature difference ΔT to be achieved.
The heat flow loss to be compensated by the air
conditioner is calculated with the equations used
by [BS19, p. 35-37] for the heat transfer at a
multi-layer wall (7-8).

Q̇stat = kA(θ1 − θ2) (7)

where θ1 and θ2 are the inner and the outer tem-
peratures, A is the radiation surface and where
for the heat transfer coefficient k

1

kA
=

1

α1A1
+

∑
i

δi
λmiAmi

+
1

α2A2
(8)

is applied. The variable labels can also be taken
from Fig. 3.

The consideration of the power input gener-
ated by the fan is done by introducing a stan-
dard efficiency η, with which the power to be
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Figure 3: Heat transfer through a multi-layer
wind tunnel wall [BS19, p. 37]

compensated by the air conditioner PAC can be
calculated. The variables used in equation 9 can
be taken from previous equations.

PAC = PC + Q̇stat + PFan(1− η) · (−1) (9)

The estimation of the required total output
of the air conditioning unit is finally made by
adding these individual powers. Since under real
conditions the heat loss during the cooling pro-
cess would be unsteady, as it depends on the in-
ner and outer temperature, which would change
during the cooling process, the result of the air
conditioning unit power is only a conservative
estimate.

2.3 Heating register power

Also, the calculated heating register power us-
ing the equations (5-6) is an estimation of the
required power amount due to the assumption
of adiabatic process operation. However, since
the heat losses occur in the heating phase and
help to heat the channel, this calculated value is
sufficient for the design of the heating coil.

3 Software implementation

The development of the calculation algorithm
includes the digitalisation of all required for-

Figure 4: Flowchart of the calculation process
(software: LUCIDCHART); The names in the
boxes correspond to the program name of the
MATLAB files; Colorcode: red - main program,
blue - function, green - result, grey - variables
handed over;

mulas and equations including all relevant
conditional dependencies (If-/Else conditions)
that lead to a change in the program flow.
As shown in Fig. 4, the program is fed by a
parameter initialisation file with input data
that must be specified by the user beforehand.
These include, for example, the geometric
dimensions of the wind tunnel cross-section and
the test chamber or the lengths of the individual
wind tunnel sections. Furthermore, material
parameters such as the thermal conductivity of
the wall layers or the temperature and type of
flow medium must be entered. All other pa-
rameters such as Reynolds numbers, kinematic
viscosities, the density of the flow medium,
etc. are calculated by the program itself at the
required positions. Individual parameters can
be entered additionally by the user if he does
not wish to have the data calculated or if val-
ues for these parameters have already been fixed.
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The main programs then independently calcu-
late the output variables of the power for the
fan, for the air conditioner and for the heating
coil. Since the output of the air conditioner de-
pends on the fan power, the fan power is calcu-
lated first. In the main programs, the algorithm
runs through various functions which, for exam-
ple, serve to determine the correct Nusselt num-
ber for the current flow case for the calculation of
the heat transfer coefficient α. All functions are
called independently and pass the parameters to
the main program at the required positions.
By running another main program, it is possible
for the user to display the results of the powers
as a function of certain input parameter config-
urations (test chamber height and test chamber
width or test cross-section and test flow veloc-
ity). This makes it easier for the project team
to recognise and analyse the effects on the power
quantities of any parameter changes during the
decision-making phases. To program the calcu-
lation code MATLAB 2021b was used.

4 Results

After the developed calculation program has
been executed, the user is provided with the
required power values in MATLAB Command
Window. These values only apply to the con-
cept for a closed vertical icing wind tunnel de-
veloped in the concept phase and to the initial
material and input data. After the execution of
the additional program, the performance param-
eters are also displayed above the input config-
urations. These results are also only valid for
the elaborated concept in sec. 1.2. The jumps
in power contained in the 3D plots for certain
parameter configurations (see fig 5) can be ex-
plained by the use of individual equations and
functions in the limit of their validity, such as in
the selection of the correct pipe friction coeffi-
cient λ as a function of the hydraulic diameter
Dh, or in the calculation of the individual pres-
sure loss coefficients ζ. In those formulas and
functions, the correlation of the parameter con-
figurations (test chamber height and test cham-

Figure 5: Potential output of the fan power over
the input parameters: the configuration test sec-
tion cross-section and the flow velocity for the
flow medium air at −20 ◦C (software: MATLAB
2021b)

ber width or test cross-section and test flow ve-
locity) plays an important role in relation to the
processing of the calculation program and thus
to the formula actually used for the calculation.
Fig. 5 shows a potential relationship for the flow
medium air at −20 ◦C between the fan power and
the mentioned input parameter configurations of
the test section cross-section and the maximum
occurring flow velocity.

5 Summary and Outlook

The aim of this project was to develop a calcula-
tion algorithm for the design of a new vertical ic-
ing wind tunnel concept for the FH JOANNEUM
in order to investigate and research icing phe-
nomena on aircraft wing models. The problems
occurring on the current model regarding the
influence of gravitational effects on the droplet
trajectory were eliminated by choosing a vertical
test chamber. Furthermore, the variability of the
flow velocity of the wind tunnel medium was thus
also established, which allows the user to carry
out tests with different flow velocities. By digi-
talising and integrating the formulas described in
section (2) into a calculation algorithm, the re-
quired power quantities of the wind tunnel com-
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ponents can be calculated, varied and specified
at the push of a button. The project manage-
ment is given a quick overview of the required
component capacities and thus also of the pos-
sible costs arising from the realisation of a se-
lected wind tunnel model through the parame-
terised input by means of an input file. The use
of 3D plots allows the project team to compare
several wind tunnel configurations and therefore
to decide on a wind tunnel configuration even
very late in the project schedule. The selection
process was made clearer and easier by the cal-
culation program and the output of results via
3D plots. In addition, the program offers scope
and quick results for short-term changes to the
wind tunnel concept during the entire course of
the project. Since the results are based on a large
number of conservative information assumptions,
the performance values obtained also correspond
to conservative values and not to those of the
real case. In order to improve the algorithm in
the future and thus obtain accurate results, the
conservative assumptions mentioned could be re-
placed by real occurring data. This requires a
revision of the calculation algorithm to improve
the accuracy of the performance values.
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Abstract

Due to the increasing popularity of drones in
commercial, military, and recreational areas,
various companies and research institutions
are intensely engaged in research and develop-
ment of new technologies in the field of small
unmanned aerial systems. For example, work
is being done on parachute rescue systems for
complex industrial drones, which are designed to
protect the aerial system from a hard impact on
the ground in case of a crash. The parachute is
activated as soon as a certain criterion, such as
exceeding a predetermined angle of inclination
of the drone, is met.

The angle of inclination of a drone is calcu-
lated based on the roll and pitch angle. As it
is not possible to directly measure the attitude
angles of an aerial system, they are calculated
in attitude and heading reference systems.
These systems consist of various sensors and
a data processing center, in which different
algorithms estimate the actual attitude angles
of the aircraft. An accurate calculation of
the angles is essential to protect the drone in
uncontrollable flight situations and to prevent
erroneous activation of the rescue system.

In order to ensure the versatility in their
operating environments and uncomplicated
implementation of the parachute rescue systems

of the project partner of this article, three simple
algorithms are studied and compared. The three
algorithms, namely the complementary filter,
the Madgwick filter and the Kalman filter, are
implemented in MATLAB® and evaluated in a
variety of tests. These filters are limited to pro-
cessing data from accelerometers and gyroscopes.

The results show significantly more accurate
calculations from the implemented filters com-
pared to the currently used algorithm of the
project partner in tests over short time periods.
In the long-term test with more complex flight
maneuvers, only the Madgwick filter can provide
usable results and an improvement to the algo-
rithm of the project partner.

1 Introduction

The determination of the attitude angles of a
drone or any general aircraft plays a vital role in
aviation technology. Accurate measurement of
these angles is essential for instrument flight and
autonomous flying using an autopilot system.
Additionally, an autopilot system can assist the
pilot in controlling the aircraft, such as compen-
sating for external disturbances like wind gusts.
However, the challenge in determining the atti-
tude is that the Euler angles, which represent
the aircraft’s orientation relative to the reference
coordinate system, cannot be directly measured.
Instead, mathematical algorithms, also known
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as filters, are used to calculate these angles
from input data from various sensors. Such a
system of sensors and data processing center
is called an Attitude and Heading Reference
System (AHRS), which can contain a variety
of sensors such as accelerometers, gyroscopes,
magnetometers, barometers, or receivers for
a Global Navigation Satellite System (GNSS)
and is usually equipped with high-performance
processing chips.

In the case of a small Unmanned Aerial
System (sUAS), such as a drone, smaller and
lighter AHRSs are preferably installed due
to their weight. These often consist of a less
powerful microcontroller, accelerometers, and
gyroscopes. The combination of these two sets
of sensors is also called an Inertial Measurement
Unit (IMU). The advancement of these sensors
into low-cost microchips, known as Microelec-
tromechanical Systems (MEMSs) or MEMS
sensors, allows modern IMUs to weigh only a
few grams, enabling their use on small drones.
However, they have the disadvantage of provid-
ing highly noisy data that needs to be optimized
through filters. The accelerometers measure
the linear accelerations in the axis direction
in the body-fixed coordinate system, while the
gyroscopes measure the angular rates around
the three axis directions in the body-axis system.

Limiting the system to an IMU offers several
advantages if precise determination of the yaw
angle, height, and exact position is not required.
Firstly, it allows the use of simpler filters that re-
quire less processing power. Secondly, it removes
sources of interference, allowing the sUAS to be
used in environments with magnetic interference
and limited GNSS reception and still obtain valid
attitude angles. Additionally, the incorporation
of a magnetometer would require calibration ev-
ery time the system is turned on.

1.1 Goal of this article

This article provides a concise conclusion of the
author’s first bachelor’s thesis [Ram23]. There-

fore, the information given in this article is di-
rectly adopted from the thesis which is only pub-
lished to a limited extent. For more in-depth
knowledge about the topic, feel free to contact
the author. As this work is part of a research
project by FH JOANNEUM and the company
Drone Rescue Systems (DRS), it will be limited
to the processing of gyroscope and acceleration
sensor data with simple filters for some of the
reasons mentioned earlier. The company DRS
develops parachute systems for drones that oper-
ate autonomously, meaning they work indepen-
dently of the autopilot data. These parachute
systems are triggered at a predetermined tilt an-
gle of the sUAS and protect the drone from a
hard impact on the ground in case of loss of con-
trol by the pilot. The goal of this article is to
study various filters regarding their performance
to find an improvement over the currently used
algorithm. Specifically, the complementary fil-
ter, the Madgwick filter, and the Kalman filter
are evaluated.

1.2 Structure of this article

The next chapter (1.3) is a literature review of
the sources that provide a basis for this article.
This is followed by the description of the meth-
ods used in this work in chapter 2. It contains
an explanation of the mathematical foundations
(2.1) required for the subsequent description of
the implemented filters (2.2). In chapter 3, the
qualitative and quantitative results of the algo-
rithms are presented. Chapter 4 discusses the
used methods and results and finally chapter 5
provides a summary of this article.

1.3 Literature review

Several scientific articles have already been
published with the aim of examining the perfor-
mance of various filters in different test setups.
The Master’s thesis of Joshua B. Milam provides
a basis for this article, in which already known
filters are compared with newly developed al-
gorithms [Mil18]. His research not only focuses
on processing data from one IMU, but also
examines the benefits of a second installed IMU.
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The fusion of the two IMUs is intended to result
in significantly more accurate results. It turns
out that the filters he developed, which use
both IMUs to calculate the angle of inclination,
provide significantly more accurate results. The
already known filters, specifically the comple-
mentary filter, Madgwick filter, Mahony filter,
and the Kalman filter, behave very similarly
in terms of their accuracy, with slightly more
accurate results from the Kalman filter.

Madgwick, 2010, describes his newly devel-
oped Madgwick filter and compares it with
the Kalman filter, which is integrated in the
test sensor [Mad10]. Madgwick, 2010, argues
that this filter is less computationally expensive
than the Kalman filter and is effective even at
low frequencies [Mad10, p. 1]. These aspects
are intended to open up new possibilities for
real-time attitude estimations of systems with
limited computing power and even surpass the
Kalman filter in accuracy.

Since the Kalman filter is one of the most im-
portant filters ever developed, there are also a va-
riety of publications on this topic [ZM09, p. xix].
Poulouse et al., 2019, describes an algorithm for
estimating the position in buildings [PEH19]. A
simple Kalman filter is used to calculate the roll
and pitch angle from data of acceleration sensors
and gyroscopes of a smartphone. Li and Wang,
2013, presents an adaptive Kalman filter for pro-
cessing data from MEMS sensors, which is in-
tended to increase performance and solve several
problems of the Kalman filter [LW13].

2 Methods

The mathematical equations of the algorithms
from some of the previously mentioned sources
were programmed in MATLAB® for this study.
The filters are evaluated based on measured data
from the project partner DRS. To perform a rep-
resentative comparison, various realistic flight
tests were conducted. When comparing the
filters, the raw data from the external MEMS

sensors mounted on the drone are read and
processed by the filters. The calculated attitude
angles are then compared with the data from the
drone’s internal autopilot. It is assumed that the
drone’s AHRS works well enough to use its cal-
culated angles as a reference for the comparisons.

The algorithms’ performance is qualitatively
evaluated using various plots. Furthermore, a
quantitative analysis is conducted as well. In this
analysis, the root mean square error (RMSE) of
the individual Euler angles, according to equa-
tion (1), is calculated. The variable ŷ represents
the filter’s estimate of the current iteration, and
y represents the reference value. This deviation
is a typical quantitative measure of the AHRS’s
performance [Mad10, p. 19].

RMSE =

√√√√ n∑
i=1

(ŷi − yi)2

n
(1)

As a symmetric drone does not need to dif-
ferentiate between pitch and roll angles, and the
project partner DRS has defined a single critical
angle as the trigger criterion for the parachute
system, an additional measure is determined to
compare the filters. This measure is the tilt an-
gle of the drone ζ, which is described in equation
(2). The index f represents the filter used for
calculating the Euler angles.

ζf = arccos(cos(φf ) · cos(θf )) (2)

2.1 Conventions and mathematical
basis

To enable uniform processing of the input data,
it is necessary to establish a convention for the
used coordinate system. In this work, the Eu-
ler angles are described as the orientation of the
body-fixed coordinate system relative to the co-
moving North-East-Down (NED) coordinate sys-
tem. The measured data from the external IMU
on the drone are processed in the body-fixed co-
ordinate system, which may lead to differences
in the algebraic signs of the equations compared
to other publications. The distance between the
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IMU and the center of mass of the drone is taken
into account by subtracting the resulting cen-
trifugal accelerations. The installation angle of
the IMU is also corrected to ensure that the mea-
surements are consistent with the body-fixed co-
ordinate system. The body-fixed system of the
drone and the IMU is illustrated in figure 1.

Figure 1: Depiction of the body-fixed coordinate
system using an aircraft [BAL13, p. 9]

The mathematical equations of the imple-
mented filters in MATLAB®, are based on
quaternions. Representing the attitude angles as
a quaternion is another way to describe the body-
fixed coordinate system relative to the reference
system. A quaternion q is a hyper-complex num-
ber of rank 4 which is well suited for use as a
rotation operator [Kui99, p. 104]. Representing
the attitude angles as a quaternion offers math-
ematical advantages, such as a higher numerical
performance [BM12, S. 254]. It also avoids the
singularity of the Euler angle representation at
the pitch angle θ of 90◦. At this pitch angle, it
is no longer possible to differentiate between the
roll and yaw angle. Since the transformations
in the source code are implemented using built-
in functions of MATLAB®, the explanation of
the basic mathematical equations is omitted. For
more in-depth information regarding quaternions
and their algebraic properties, [Kui99] is recom-
mended.

2.2 Implemented filters

The studied filters described in the follow-
ing chapters are all implemented as three-
dimensional algorithms. However, due to ne-

glecting the magnetic field data, the heading ψ
is not accurately calculated. It is not possible to
determine the initial value of the heading from
the available data, resulting in an offset in the
calculated yaw angles. This can be ignored for
the purposes of this study, as only the pitch angle
θ and roll angle φ are required for the calculation
of the tilt angle ζ.

2.2.1 Complementary filter

The first implemented filter is the complemen-
tary filter. As the name suggests, this filter
complements two components to the value of 1.
Specifically, these are the component resulting
from the integration of the angular rates and the
component calculated from geometric relation-
ships of the acceleration vectors. The integration
of the angular rates calculates attitude angles
that are very accurate over short time periods,
but experience a steadily increasing offset from
the reference value due to the integration of
measurement errors. Calculations using the ac-
celeration data provide inaccurate Euler angles
due to the heavily noisy data, but they are not
affected by long-term drift. The complementary
filter utilizes the properties of both estimates
by applying a low-pass filter to the calculations
based on the accelerations and a high-pass fil-
ter to the integrated angular rates [Mil18, p. 15].

After the initialisation of the unit quaternion
as a starting point for the integration, follows the
calculation loop over the data points of the mea-
surements. In the first step, the quaternion rate
q̇ is calculated from the angular rates and the
quaternion of the previous iteration according to
equation (3). This is based on [Kui99, p.264]
and [Mad10, p.6]. The quaternion rate contains
the angular velocities of the Euler angles and is
therefore marked with the index ω.

q̇ω,i =
1

2

⎡
⎢⎢⎣
0 −pi −qi −ri
pi 0 ri −qi
qi −ri 0 pi
ri qi −pi 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣
q1,i−1

q2,i−1

q3,i−1

q4,i−1

⎤
⎥⎥⎦ (3)

Subsequently, the integration of the quater-
nion rate is performed in equation (4). Firstly,
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the quaternion rate is multiplied by the time step
Δt and then added to the previous quaternion.
This subsequently represents the component of
angular velocities in the complementary filter,
again marked with the index ω.

qω,i = qi−1 + q̇ω,i ·Δti (4)

Furthermore, the estimation of the Euler an-
gles is determined by the geometric relationships
of the acceleration vectors, as shown in equation
(5). These calculations assume that the Earth’s
gravity is the only acceleration acting on the ac-
celeration sensors [Mil18, p.15]. This is not the
case in an accelerated flight which leads to ad-
ditional deviations in the calculations using this
method. Another source of disturbance for this
estimation of Euler angles is the heavily noisy
data from the MEMS acceleration sensors. The
Euler angles are transformed into a quaternion
qa,i with the index a for acceleration, after the
calculation. Since the yaw angle cannot be cal-
culated from the accelerations, it is set to zero.⎡

⎣ψa,i

θa,i
φa,i

⎤
⎦ =

⎡
⎣ 0
atan2(−ax,i, az,i)
atan2(ay,i, az,i)

⎤
⎦ (5)

Subsequently, the sensor fusion with the com-
plementary filter is performed as shown in equa-
tion (6). The equation is based on [Mil18, p.15],
but is adapted to the use of quaternions. The
calculation parameter of the complementary fil-
ter k specifies the factor by which the compo-
nent from the angular rates qω enters the equa-
tion. The quaternion from the acceleration data
qa is considered with the complementary factor.
Finally, the calculated quaternion is normalized
and transformed back into Euler angles.

qi = k · qω,i + (1− k) · qa,i (6)

2.2.2 Madgwick filter

The second algorithm implemented in this work
is the Madgwick filter, which also relies on
quaternions. The equations in this chapter are
taken from [Mad10]. For further background
information and derivations of the equations, it

is recommended to study the original publica-
tion. Similar to the complementary filter, an
initial condition in the form of a unit quaternion
is defined for the Madgwick filter. Then the
calculation loop follows over all data points,
with the current iteration indicated in the form
of the index i.

The first step is to calculate the quaternion
rate q̇ω,i, as seen in equation (3). The Madgwick
filter uses a gradient descent algorithm to calcu-
late the current quaternion [Mad10, p. 7]. For
this reason, the objective function of the Madg-
wick filter f , which is to be minimized, is defined
over the quaternion of the previous iteration and
the current acceleration data. For the sake of
clarity, the index for the previous iteration i−1 is
neglected in equation (7) and (8) for the quater-
nion components.

fi =

⎡
⎣2(q2q4 − q1q3)− ax,i
2(q1q2 + q3q4)− ay,i
2(12 − q22 − q23)− az,i

⎤
⎦ (7)

Additionally, the Jacobian J of the objective
function is calculated in equation (8).

Ji =

⎡
⎣−2q3 2q4 −2q1 2q2

2q2 2q1 2q4 2q3
0 −4q2 −4q3 0

⎤
⎦ (8)

Using the previously determined objective
function and its Jacobian, the objective function
gradient can be calculated as shown in equation
(9).

∇fi = JT
i fi (9)

The calculation of the quaternion of the cur-
rent iteration is ultimately performed using
equation (10). Within the parentheses, the esti-
mated derivative of the quaternion is calculated
and integrated over the time interval Δt. The
calculation parameter of the Madgwick filter β
is utilized to tune the filter, indicating the ex-
tent to which the acceleration data is weighted
in the Madgwick filter. Prior to transformation
into Euler angles, the quaternion is normalized.

qi = qi−1 +

(
q̇ω,i − β

∇fi
||∇fi||

)
Δti (10)
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2.2.3 Kalman filter

The third and final filter examined in this work
for its performance is the Kalman filter. In
this article, the linear Kalman filter based on
[PEH19] is used. The Kalman filter also oper-
ates in the quaternion space, which is why the
unit quaternion defined by equation (11) is ini-
tialized for the quaternion of the Kalman filter
(x). However, this initial condition does not
simultaneously represent the quaternion of the
first iteration, hence the index 0.

x0 =
[
1 0 0 0

]T
(11)

In addition, some matrices are initialized be-
fore the calculation loop. These include the error
covariance matrix of x (P ) according to equa-
tion (12), the observation matrix (H) according
to equation (13), the process noise covariance
matrix (Q) according to equation (14), and the
measurement noise covariance matrix (R) given
in equation (15). In the matrices Q and R, one
can recognize the calculation parameters of the
Kalman filter (α). The matrix Q essentially de-
scribes how strongly the values of the acceler-
ation sensors can be trusted. The opposite is
provided by the matrix R, which indicates the
weighting of the angular rates in the Kalman fil-
ter.

P0 =

⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (12)

H =

⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (13)

Q = α1

⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (14)

R = α2

⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (15)

The system model matrix (A) is calculated in
the calculation loop according to equation (16).

Ai =

⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦+1

2
Δti

⎡
⎢⎢⎣
0 −pi −qi −ri
pi 0 ri −qi
qi −ri 0 pi
ri qi −pi 0

⎤
⎥⎥⎦

(16)
Subsequently, the previously explained calcu-

lation of the Euler angles based on the normal-
ized acceleration data is performed. For com-
pleteness, this is shown again in equation (17).
These Euler angles are then transformed into the
quaternion from the acceleration data (z) in the
form of a column vector.⎡

⎣ψa,i

θa,i
φa,i

⎤
⎦ =

⎡
⎣ 0
atan2(−ax,i, az,i)
atan2(ay,i, az,i)

⎤
⎦ (17)

The next step is the prediction of x according
to equation (18) and P according to equation
(19). These are calculated a priori, that is, with
their values from the previous iteration. They
are marked with a superscript ”-”. The calcula-
tion of x−i represents the integration of the an-
gular rates.

x−i = Aixi−1 (18)

P−
i = AiPi−1A

T
i +Q (19)

The next step is the estimation. This is based
a posteriori on the new knowledge gained from
the acceleration data in quaternion z and quater-
nion x−, as well as the error matrix P− from the
prediction. Equation (20) calculates the Kalman
gain matrix (K). The quaternion x and matrix
P are determined in equations (21) and (22), re-
spectively. Finally, the calculated quaternion x
is normalized and transformed back into Euler
angles.

Ki = P−
i HT (HP−

i HT +R)−1 (20)

xi = x−i +Ki(zi −Hx−i ) (21)

Pi = P−
i −KiHP−

i (22)
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3 Results

The results, which are presented in this ar-
ticle, represent only a small selection of the
experiments conducted. The aim is to provide
a representative overview of the performance
of the filters in typical tasks of an industrial
drone. The flight tests were carried out using a
DJI-M300 drone. It is important to note that
the calculation parameters of the filters were op-
timized for the RMSE of the respective reference
tilt angle in every experiment. As described in
section 2.2, all algorithms are implemented as
three-dimensional filters. However, since the
calculation of the yaw angle has no influence on
the tilt angle of a drone, these results are not
discussed. In all plots comparing the filters, blue
represents the complementary filter, red repre-
sents the Madgwick filter, green represents the
Kalman filter, and black represents the reference.

For reasons of computational efficiency, only
a representative segment of each flight is taken
from the datasets. The used filters are compared
with the reference angles from the drone’s au-
topilot. The autopilot calculates the Euler angles
using an extended Kalman filter, which may have
some deviations compared to the actual attitude
of the drone. However, in these comparisons, it is
assumed that the data from the autopilot corre-
sponds to the actual attitude angles of the drone.
Additionally, the implemented filters in these ex-
periments are compared with the currently used
filter of Drone Rescue Systems. Since the latter
does not include an installation correction factor
for the IMU, that is rotated about the vertical
axis, the explicit evaluation of the pitch and roll
angles is not useful. Therefore, the data from the
project partner’s filter is only included in the tilt
angle plots, where it is marked in purple.

3.1 Flight test 1: Line without hover

In the first flight attempt by the project partner
DRS, the drone flew along a straight line with-
out hovering before reversing. Figure 2 shows
the pitch angle and figure 3 shows the roll angle

of the drone in flight test 1. The drone pitches
down to fly forward from the initial position,
then pitches up strongly without hovering to ini-
tiate the return flight. Since the return flight
is longer, the drone needs to fly forward again
to return to the starting point and stops with
a brief pitch up. The same applies to the roll
movements in the second part of the flight. In
between, a 90-degree turn around the vertical
axis is performed to stay on the same straight
line, however this is not visible in these plots. A
qualitative comparison of the algorithms based
on the plots is only useful to a limited extent
since the filter calculations are very close to each
other and deviate approximately evenly from the
reference provided by the drone’s autopilot.
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Figure 2: Pitch angle θ over time in flight test 1
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Figure 3: Roll angle φ over time in flight test 1
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Only a few conclusions can be drawn about dif-
ferences in the performance of the implemented
algorithms in the depiction of the tilt angle,
shown in figure 4. Generally, the results of the
implemented filters are nearly identical. How-
ever, it is noticeable that the algorithms exhibit
greater deviations from the reference in the sec-
ond flight phase using a rolling motion. Addi-
tionally, the calculated tilt angle of the Drone
Rescue Systems filter is presented in this plot.
It deviates significantly more from the refer-
ence than the implemented filters. During fast
changes in the tilt angle at the beginnings and
ends of forward and backward flights, the DRS
filter’s calculations approach the reference. How-
ever, in phases with constant angles of inclina-
tion, the accuracy of the calculations decreases
significantly.
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Figure 4: Tilt angle ζ over time in flight test 1

These findings are also confirmed by the calcu-
lation of the root mean square errors (RMSEs),
which are listed together with the optimized cal-
culation parameters of this flight experiment in
table 1. The complementary filter calculates the
tilt angle ζ with the lowest deviation. How-
ever, the Kalman filter and Madgwick filter are
only slightly behind on accuracy. The supposi-
tion that the pitch angle θ is calculated more
accurately than the roll angle φ is confirmed,
with the algorithms yielding very similar RM-
SEs for the individual angles. Upon examining
the optimized calculation parameters, it is no-
ticeable that the acceleration data is only mini-

mally incorporated into the calculations for the
complementary filter and Madgwick filter. As
expected from the qualitative analysis, the cal-
culated RMSE of the tilt angle for the DRS filter
is significantly higher than the values of the other
filters.

Table 1: Quantitative comparison of the filters
based on the RMSE of the angles in degrees with
optimised calculation parameters in flight test 1

Flight test 1 RMSE ζ RMSE φ

Complementary 1.64 2.50

Magwick 2.12 2.85

Kalman 1.87 2.45

DRS 7.79 /

RMSE θ Calculation parameters

1.63 0.9999466

1.58 0.0068125

1.61 [8.4643e+07 1.1877e+16]

/ /

3.2 Flight test 2: Endurance flight

In the second flight experiment, the filters are
compared over a longer time period, with a
series of more complex maneuvers, specifically
the continuous flight of a slow eight. In this
maneuver, unavoidable errors in the calculation
of the attitude angles caused by additional
accelerations, occur due to the constant change
of direction of the drone. Due to the very
large dataset, the following plots are difficult
to interpret and are therefore only discussed
superficially.

Figure 5 shows the pitch angle over time.
It can be seen, that the complementary filter
reaches its limit. It oscillates with a high fre-
quency with substantial deviations from the ref-
erence. This indicates that the weighting of the
acceleration data is significantly higher than in
the previous flight experiment. This can be ex-
plained by the longer duration of the experiment
and the resulting increasing drift due to the in-
tegration of measurement inaccuracies. As a re-
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sult, the course of the reference cannot be ade-
quately calculated. The Kalman filter also shows
large deviations, but it can display the rough tra-
jectory of the reference. The Madgwick filter can
reproduce the reference most accurately.
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Figure 5: Pitch angle θ over time in flight test 2

The depiction of the roll angle in figure 6 con-
tinues this trend. The results of the comple-
mentary filter are unusable due to high-frequency
oscillations without a true representation of the
reference. The Kalman filter exhibits large devi-
ations, but its results approach the reference in
wide parts of the flight test. The Madgwick filter
can represent the reference with smaller errors.
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Figure 6: Roll angle φ over time in flight test 2

In figure 7, these effects are further ampli-
fied in the depiction of the tilt angle. Due to
the unusable results from the complementary fil-
ter, its calculations are not displayed in this plot

for purposes of clarity. The Kalman filter pro-
duces significant deviations and can only par-
tially track the reference trajectory. However,
the comparison between the Madgwick filter and
the algorithm currently used by the project part-
ner seems interesting. In this flight experiment,
these two filters provide similar results with only
minor deviations from the reference.
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Figure 7: Tilt angle ζ over time in flight test 2

To more precisely analyze the results of the tilt
angle, the absolute deviation of the algorithms
from the reference is presented in figure 8. Due to
the reasons mentioned earlier, the results of the
complementary filter are neglected. The results
of the Kalman filter exhibit continuously high
deviations. The attitude angle is overestimated
most of the time, as evidenced by the positive
deviation. In general, the DRS algorithm devi-
ates more strongly than the Madgwick filter, but
the results are very similar when calculating the
maximum errors. The largest absolute deviation
above the reference of the DRS algorithm is 11.24
degrees, while that of the Madgwick filter is 8.84
degrees. The largest calculated deviation below
the reference for the DRS algorithm is −10.94
degrees, which is almost identical to the Madg-
wick filter at −10.90 degrees. In terms of the
risk of erroneous triggering or non-triggering of
the parachute, the two filters behave very sim-
ilarly, with slightly more accurate results from
the Madgwick filter.
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Figure 8: Absolute deviation of the calculated
tilt angle ζ over time in flight test 2

These findings are highlighted in table 2. The
RMSEs of the complementary filter and the
Kalman filter for the tilt angle are very similar,
but the results of the complementary filter are
negligible because its calculations oscillate with
large deviations around the reference at a high
frequency. This is caused by the high weighting
of the heavily noisy data from the acceleration
sensors, as can be detected when looking at the
optimised calculation parameter. In comparison
to the other implemented filters, the Madgwick
filter can calculate all considered angles with the
lowest RMSEs. As expected from the qualita-
tive analysis, the Madgwick filter also provides
a significantly lower RMSE for the tilt angle ζ
compared to the DRS algorithm.

Table 2: Quantitative comparison of the filters
based on the RMSE of the angles in degrees with
optimised calculation parameters in flight test 2

Flight test 2 RMSE ζ RMSE φ

Complementary 7.90 12.76

Magwick 2.06 2.28

Kalman 7.54 7.15

DRS 4.59 /

RMSE θ Calculation parameters

6.45 0.9222656

2.60 0.0116875

8.10 [1.3026e+08,6.7378e+15]

/ /

4 Discussion

This article shows that there is definite potential
for improvement in the currently used algorithm
of Drone Rescue Systems. In the long-term
flight test in section 3.2, the Madgwick filter
performs significantly better, and thus, based
on the conducted experiments, is favored as an
alternative to the currently used algorithm. The
greatest unknown factor is that the filter’s cal-
culation parameters are optimized individually
for the input data of each test. To draw a mean-
ingful conclusion on which filter is best suited
for drone applications and whether any of the
algorithms represent an improvement over the
DRS algorithm, further long-term experiments
with various complex maneuvers would need to
be conducted, with the calculation parameters
remaining unchanged between trials.

Another possibility to improve the results
would be to use a similar filter as in [Mil18],
which calculates the angles based on two IMUs.
The DRS parachute system already has two
installed IMUs, making this feasible without
any significant changes to the parachute system.
However, it is unclear whether the processing
of data from a second IMU located very close
to the first IMU in the parachute system
would provide as significant advantages as in
[Mil18]. Additionally, a significant improvement
could lie in integrating the already installed
magnetometers, although this would require
sensor calibration at system startup. In further
experiments, the potential benefits would need
to be weighed against the disadvantages.

Furthermore, it should be noted that the ref-
erence is represented by the autopilot’s calcula-
tions. Even if a seemingly more powerful ex-
tended Kalman filter is used, it can still calcu-
late erroneous attitude angles. Hence, it would
be advantageous to compare the filters in further
experiments with a test setup that can determine
the drone’s actual attitude.
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5 Summary

To calculate the Euler angles of a drone, data
from various sensors must be processed by an
attitude reference algorithm. Due to the re-
quirement to keep the parachute rescue systems
of the project partner Drone Rescue Systems as
user-friendly and versatile as possible in their
operational environment, only acceleration data
from acceleration sensors and angular rates
from gyroscopes are taken into account for the
calculations. Specifically, in this article, the
complementary filter, the Madgwick filter, and
the Kalman filter are qualitatively and quantita-
tively compared. Using data from various flight
tests, it is also examined whether any of the
tested filters represents an improvement over
the currently used algorithm.

The filters are implemented in MATLAB®

and compared in various scenarios. In the re-
sults of flight test 1, it is apparent that, with
the proper choice of calculation parameters, the
filters can represent a significant improvement
over the currently used algorithm. In the second
flight test, which considers a longer time span
with more complex flight maneuvers, the com-
plementary filter reaches its limits. Even the
Kalman filter can only partially represent the
reference with large deviations. The Madgwick
filter works most accurately in this experiment,
representing a significant improvement over the
currently used algorithm of the project partner.
In order to be able to make a definitive statement
about which filter is best suited for use in the at-
titude reference system of the parachute system,
additional long-term experiments with a series of
complex maneuvers must be carried out, and the
calculation parameters of the filters must not be
changed between tests.

References

[BAL13] Rudolf Brockhaus, Wolfgang Alles,
and Robert Luckner. Flugregelung.
Springer, 3 edition, 2013.

[BM12] Randal W Beard and Timothy W
McLain. Small unmanned aircraft:
Theory and practice. Princeton univer-
sity press, 2012.

[Kui99] Jack B Kuipers. Quaternions and ro-
tation sequences: a primer with appli-
cations to orbits, aerospace, and vir-
tual reality. Princeton university press,
1999.

[LW13] Wei Li and Jinling Wang. Effec-
tive adaptive Kalman filter for MEMS-
IMU/magnetometers integrated atti-
tude and heading reference systems.
The Journal of Navigation, 66(1):99–
113, 2013.

[Mad10] Sebastian O. H. Madgwick. An effi-
cient orientation filter for inertial and
inertial/magnetic sensor arrays. Report
x-io and University of Bristol (UK),
25:113–118, 2010.

[Mil18] Joshua Bruce Milam. Design and Eval-
uation of Novel Attitude Estimation
System Using MEMS Sensors for In-
door UAS. Master’s thesis, West Vir-
ginia University, 2018.

[PEH19] Alwin Poulose, Odongo Steven Ey-
obu, and Dong Seog Han. An in-
door position-estimation algorithm us-
ing smartphone IMU sensor data.
IEEE Access, 7:11165–11177, 2019.

[Ram23] Mario Rammelmüller. Implemen-
tierung und Vergleich verschiedener
Lagereferenzalgorithmen für Drohne-
nanwendungen in MATLAB®. Bache-
lorarbeit, FH JOANNEUM, 2023.

[ZM09] Paul Zarchan and Howard Musoff.
Fundamentals of Kalman Filtering: A
Practical Approach, volume 232 of
Progress in Astronautics and Aeronau-
tics. American Institute of Aeronautics
and Astronautics, Virginia, 3 edition,
2009.

98



99



Numerical investigation of the effects of a winglet configuration on

the lift and drag coefficients of the SD7062 wing profile

Julian Gräf, BSc1
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Abstract

Due to the fact that the overall efficiency of an
aircraft can be improved by means of aerody-
namics, it is of the utmost importance to deter-
mine not only the lift but also the drag coefficient
of an airfoil, when it comes to the design of an
aircraft wing. For sure, the effort is to maxi-
mize the lift on the one hand, and to minimize
the drag on the other hand. In aerodynamics,
a basic distinction is made between the zero-lift
drag and the lift-induced drag. The zero-lift drag
consists of the skin friction and the form drag,
which exist due to the geometry of the aircraft.
The opposite is the lift-induced drag, which de-
velops during flight because of the lift genera-
tion. Basically, lift is created by the pressure
difference between the upper side and the lower
side of the wing. Due to this pressure difference,
the pressure equalizes at a certain point, which
causes induced drag by twisting the airflow and
producing vortices along the wing trailing edge.
In order to minimize the induced drag and to
reduce the fuel consumption consequently, early
developments since the Wright brothers lead to
modern winglet designs. Winglets are vertical
or angled aerodynamic components, which are
mounted on the wing tips. The purpose of this
paper is to illustrate the effects of a winglet con-
figuration compared to a configuration without
winglets by means of numerical flow simulations.
For that, the lift and the drag coefficients of the

SD7062 wing profile are calculated for a wide va-
riety of angle of attacks and compared with ex-
perimental data to validate the numerical results.
Finally, statements about the effects of winglets
on the aerodynamic coefficients can be made and
the chosen method for investigating the winglet
configuration can be discussed critically.

1 Introduction

According to [1], the induced drag accounts for
approximately 30 % of the total drag in con-
ventional aircraft. The Prandtl lifting line the-
ory explains that the generation of induced drag
is mainly related to the tip vortices caused by
three-dimensional flow at the wing tip and not
necessarily to all vortices along the trailing edge,
as represented in Figure 1. [2]

Figure 1: Schematic illustration of vortices along
the trailing edge [3]
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According to [4] and [5], next to curved trail-
ing edges and fins mounted on the wing tips,
Whitcomb first systematically studied the design
theory of winglets. Experiments showed that
winglets are a very effective way to reduce tip
vortices around the wing tip region. For that
purpose, different winglet designs were developed
over the years, as the blended winglet configura-
tion shown in Figure 2.

Figure 2: Blended winglet configuration [6]

In addition to blended winglets, a large variety of
other wing tip devices for reducing the induced
drag are used today, as the raked wing configu-
ration or the endplate winglet for example. [7]
Nevertheless, the investigations described in this
paper regarding the effect of winglets on the aero-
dynamic coefficients were carried out with the
low Reynolds number and the high lift-to-drag
ratio profile SD7062. This airfoil combined with
blended winglets forms the wing of a real model
airplane with a total wingspan of 2.3 m, illus-
trated in Figure 3. [8]

Figure 3: Isometric view of the model airplane
with blended winglets [8]

2 Methods

In this section, the analysed wing including its
design parameters is specified. Besides this, the
mesh refinement study is presented, whose pur-
pose is to optimize the mesh in order to find the
final mesh for the ensuing numerical flow simula-
tions. Moreover, the settings of the CFD simula-
tions are shown with reference to the boundary
conditions and the used output expressions. Fi-
nally, the approach to determine the lift and the
drag coefficients is described, which is based on
mathematical and aerodynamic equations.

2.1 Geometry preparation

The wing of the model airplane is adapted from
the Selig/Donovan SD7062 airfoil, which is of-
ten used for low flight speeds. Based on a two-
dimensional point cloud downloaded from the
airfoil plotter

”
airfoiltools“ and visualized in Fig-

ure 4, the three-dimensional wing geometry in-
cluding the winglets were designed in CATIA V5-
6R2012 [9] by extruding the profile lines.

Figure 4: Point cloud of the SD7062 airfoil [10]

Furthermore, the wing area S = 0.54 m2 and
the aspect ratio AR = 7.41 of the configuration
without winglets were determined with the chord
length c = 0.27 m and the wingspan b = 2 m by
the Equations 1 and 2. [11]

S = b · c (1)

AR =
b2

S
(2)

The values for the taper ratio λ = 1 and the
sweep angle Λ = 0 are noticeable, as the wing is
rectangular. Nevertheless, the calculations of the
wing area and the aspect ratio for the wing with
winglets must be performed equivalent. This
leads to a wing area of SW = 0.62 m2 and an
aspect ratio of ARW = 8.52. [11]
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2.2 Mesh refinement study

The mesh refinement study is a suitable tool for
weighing the meshing requirements. It is a fact
that the simulation time increases with an in-
crease in elements, but also the accuracy of the
results increases in that case. Therefore, two dif-
ferent mesh types were analysed to find a so-
called final mesh for the CFD simulations.

Figure 5: Final computational mesh with a semi-
circular inlet and 5.8 million elements [12]

Firstly, a rectangular mesh with approximately
three million elements was created. Secondly, a
C-grid structured mesh with a semicircular in-
let to the fluid domain with 5.8 million elements
was generated. Figure 5 displays the skewness
of the final mesh. Next to a low aspect ratio,
the mesh skewness is an important parameter to
argue about the mesh quality. The skewness de-
termines how close to ideal a cell is, by measuring
the angles of the actual cells and comparing it to
the angles of the ideal elements.

max

[
θmax − θe
180− θe

,
θe − θmin

θe

]
(3)

According to [13], the determination of the skew-
ness for triangular and quadrilateral elements is
based on the normalized angle deviation method.
There, skewness is defined as the maximum of
the ratio of angular deviations from the ideal el-
ements by using the largest angle in the cell θmax,
the smallest angle in the cell θmin and the angle
for an equi-angular cell θe. For an equilateral tri-
angle θe = 60◦ and for a square θe = 90◦ apply.

Figure 5 indicates that the generated mesh has
high quality, as 57 % of the cells have an excel-
lent skewness value below 0.25 and 99 % have a
skewness below 0.5. Next to the good skewness
values and the fine resolution of the flow area, the
inflation layers shown in Figure 6 help to dissolve
the boundary layer close to the wing. For that
reason, both wing configurations were meshed in
the same way, including the equivalent number
of meshing elements and inflation sizings.

Figure 6: Representation of the inflations layers
around the SD7062 airfoil [12]

2.3 Numerical simulation settings

The CFD simulations were setup identical for
both configurations in ANSYS CFX-Pre [14].
The implemented fluid is air at a temperature of
25◦ C. As it was treated as a continuous flow, a
stationary isothermal flow was assumed. Based
on [15], the Shear-Stress-Transport model was
used as a turbulence model with the Gamma-
Theta model for transitional turbulence. Fur-
thermore, monitoring points were created to fol-
low the convergence within 500 iterations.
For the boundary conditions, the flow at the inlet
was defined as subsonic with a free stream veloc-
ity v∞, which was entered in Cartesian coordi-
nates. There, the u-velocity was called vx and
the v-velocity vy. The value for the w-velocity
was set to 0 m/s, as there is no flow in the z-
direction. The wing surface was specified as a
smooth no slip wall, which means that the ve-
locity of the flow at the wing itself tends to be
zero. The flow at the outlet was defined with a
constant static pressure. The outer wall of the
mesh region was specified as a free slip wall, as
the flow field is infinitely large and the velocity
should not be zero at these boundaries.
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Julian Gräf, BSc Scientific Computing 2023

Figure 7 represents the applied boundary condi-
tions in ANSYS CFX-Pre [14]. Next to the inlet
(red), the outlet (blue), the no slip wall at the
wing (green) and the free slip wall (grey), a sym-
metry plane at the point of the wing root was
created. As the wing is symmetrical and conse-
quently also the flow, it is sufficient to calculate
the flow variables only half of the wing.

Figure 7: Presentation of the boundary condi-
tions in ANSYS CFX-Pre [14]

Finally, three input parameters were defined,
namely the outlet pressure pout = 0 Pa, the inlet
velocity v∞ = 19.44 m/s and the angle of attack
α = 0◦. Out of the velocity and the angle of
attack, the u- and v-velocity components of the
inlet flow are calculated automatically.

vx = v∞ · cos(α) (4)

vy = v∞ · sin(α) (5)

By implementing these relationships, it is pos-
sible to use the same mesh for each simulation
with different angles of attack, as there is no ro-
tation of the wing geometry, but rather a flow
rotation by the value of the entered angle of at-
tack. Therefore, 21 design points for both con-
figurations with a constant inlet velocity and a
constant outlet pressure, but with an angle of at-
tack range of −5◦ ≤ α ≤ +15◦ were investigated.

2.4 Results processing

Besides the input parameters, various output pa-
rameters were created to summarize the results
in an automatically generated table. There, the
y-plus values as well as the normal force and
the tangential force acting on the wing were ex-
ported. Due to the fact that the simulations
are isothermal, the fluid density remains con-
stant with ρ = 1.185 kg/m3. Furthermore, also
the inlet velocity v∞ = 19.44 m/s, the chord
length c = 0.27 m and the dynamic viscosity
μ = 1.83 ·10−5 kg/ms are constant for all simula-
tions. Out of these values, the Reynolds number
Re ≈ 340000 can be determined. [16]

Re =
ρ · v∞ · c

μ
(6)

In contrast, it has to be mention that the output
variables are not constant at all. At the top,
the normal forces FN and the tangential forces
FT differ, as for each simulation another angle of
attack in the range of −5◦ ≤ α ≤ +15◦ was used.
Furthermore, also the y-plus values at the airfoil
wall vary for each simulation, although they were
all in a range of about y+ ≈ 20. The y-plus value
is a dimensionless wall distance calculated by the
absolute distance from the wall y, the friction
velocity uT and the kinematic viscosity ν.

y+ =
y · uT
ν

(7)

According to [17], this parameter is prominent
when judging the applicability of wall functions,
which help to predict wall bounded turbulent
flows. In the viscous wall region with y+ < 50,
there is a direct effect of the viscosity on the
shear stress. Conversely, in the outer layer with
y+ > 50, the effect of viscosity is negligible.
In agreement with [18], the longitudinal move-
ment of an aircraft is described by three vari-
ables: the lift force FL, the drag force FD and
the moment M .

FL =
cL · ρ · v2∞ · S

2
(8)

FD =
cD · ρ · v2∞ · S

2
(9)

M =
cM · ρ · v2∞ · c · S

2
(10)
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It is a fact that the lift and the drag force are
defined as the perpendicular vector (lift) and the
parallel vector (drag) in dependence of the free-
stream velocity v∞. These forces act on the aero-
dynamic center ac. For that reason, the forces
calculated with ANSYS [19] do not represent the
lift and the drag forces of the wing, as the nu-
merical software calculates the normal and tan-
gential forces. Hence, it is obvious to export the
normal and the tangential forces, and import it
to Matlab [20], where the determination of
the lift and drag force can be implemented.
Figure 8 displays the forces acting on an aircraft
wing with a given angle of attack.

Figure 8: Visualisation of the lift and drag force
calculation with a given angle of attack [21]

The resulting aerodynamic forces consist of the
corresponding vector components of the normal
force FN and the tangential force FT acting on
the wing. Thus, the lift force FL and the drag
force FD follow. [21]

FL = FN · cos(α)− FT · sin(α) (11)

FD = FN · sin(α) + FT · cos(α) (12)

The calculation of the corresponding aerody-
namic coefficients is done using Equation 8 for
the lift coefficient cL and Equation 9 for the drag
coefficient cD. [21]

cL =
2 · FL

ρ · v2∞ · S cD =
2 · FD

ρ · v2∞ · S (13)

Furthermore, the zero-lift drag cD0 and the lift-
induced drag cDi can be calculated, as their sum
is equivalent to the total drag coefficient cD.

cD = cD0 + cDi (14)

As the lift-induced drag cDi is proportional to the
square of the lift coefficient cL

cDi =
c2L

π · e ·AR
(15)

the zero-lift drag cD0 follows out of the total drag
coefficient cD according to Equation 14 with a
known Ostwald efficiency factor e. [22]

e =

[
0.47 +

(
1√
AR

)]
· cos(Λ)0.1 (16)

In order to process the results coming from the
CFD simulations, a routine was implemented in
Matlab to apply all mentioned equations.
Firstly, all 21 normal forces as well as all 21 tan-
gential forces were exported from ANSYS CFD
Post [23] and imported into Matlab . Fur-
thermore, all constant values were added to the
routine. On this basis, the wing areas, the aspect
ratios, the Reynolds number and the Ostwald ef-
ficiency factors were determined. After that, the
routine starts with a data separation and with an
interpolation of the normal and tangential forces.
For that purpose, the angle of attack range was
reduced from 1◦-steps to 0.01◦-steps, in order to
get a better distribution and a finer resolution
of the plotted diagrams. Thereafter, the calcula-
tions of the lift and drag forces starts by follow-
ing the Equations 11 and 12, out of which the
lift-to-drag ratio can be calculated accordingly.

FL

FD
=

cL
cD

(17)

Moreover, the aerodynamic coefficients are deter-
mined based on Equation 13, which can be used
for the advanced mathematical calculations. So,
the lift-induced drag coefficients and the zero-
lift drag coefficients follow from the Equations
14, 15 and 16. Last but not least, the aerody-
namic coefficients predicted by X-foil [24] were
implemented and compared to the numerically
calculated values. After that, a lot of data is
plotted to visualise the results.

104



Julian Gräf, BSc Scientific Computing 2023

3 Results

This section intends to present the results of the
CFD simulations as well as the plots which were
generated within the Matlab routine.

3.1 CFD simulations

In order to ensure comparability between the two
configurations, all figures are related to an angle
of attack of α = 2◦. Both Figures 9 and 10 show
the velocity distribution around the SD7062 air-
foil. Here, the cutting planes were set to 50 %
of the wingspan and it is obvious that the veloci-
ties are almost equal due to the same geometries,
which only differ in the winglet. From an aero-
dynamics point of view, the higher velocity at
the upper side of the wing is generating lift.

Figure 9: Velocity distribution of the wing with-
out winglets for α = 2◦ [23]

Figure 10: Velocity distribution of the wing with
winglets for α = 2◦ [23]

Figure 11 represents the velocity streamlines of
the wing with winglets in black and the pressure
contour of the wing with an attached scale of
magnitude. The twisted airflow along the wing
tip, which causes vortices and consequently lift-
induced drag, is visualised.

Figure 11: Velocity streamlines of the wing with
winglets for α = 2◦ [23]

The pressure distribution is presented separately
in Figure 12. However, it is noticeable that the
pressure at the lower side of the wing is greater
than at the upper side. This pressure difference
is responsible for generating lift as well.

Figure 12: Pressure distribution of the wing with
winglets for α = 2◦ [23]

Finally, this lift force gets visible when looking
at the force distribution in Figure 13. There are
several force vectors which act on the upper side
of the wing. As these vectors point upwards, it
is obvious that they visualize the lift force.

Figure 13: Force distribution of the wing with
winglets for α = 2◦ [23]
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3.2 Matlab� plots

Here, the Matlab� plots which were generated
within the routine are presented. Special focus is
put on the comparison of the aerodynamic coef-
ficients of the two different wing configurations.
The values for the winglet configuration are dis-
played in red and the values for the no-winglet
configuration are represented in black.

Figure 14: Lift coefficient over angle of attack for
both configurations [20]

Figure 14 and 15 visualize the calculated lift
and drag coefficients of the three-dimensional
SD7062 wing profile for the Reynolds number
Re ≈ 340000. Here, the aerodynamic coeffi-
cients are plotted over the angle of attack range
from −5◦ ≤ α ≤ +15◦. It is noticeable that
the winglet configuration shows better results in
general, because of the greater lift coefficients.
Surprisingly, both configurations have nearly the
same drag coefficients.

Figure 15: Drag coefficient over angle of attack
for both configurations [20]

The famous drag curve is plotted in Figure 16,
which shows the lift coefficients as a function of
the drag coefficients. It is perceptible that the
winglet configuration has slightly higher values
for the lift coefficients at given drag coefficients.
This result shows the advantage of winglets, es-
pecially for increasing angles of attack.

Figure 16: Lift coefficients over drag coefficients
(drag curves) of both configurations [20]

Lastly, the results of the lift-induced drag cal-
culations for the winglets configuration are pre-
sented in Figure 17. The total drag with its two
parts is visualised in black. Firstly, there is the
zero-lift drag in red and secondly the lift-induced
drag in blue. It is observable that the skin fric-
tion and the form drag account for the main part
(79 %), whereas the induced drag due to vortices
represent a small part of the drag (21 %).

Figure 17: Components of the total drag for the
configuration with winglets [20]
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4 Discussion

As a discussion, the results of the configuration
with winglets gained with 3D CFD simulations
are compared with 2D data of X-Foil. On

”
air-

foiltools.com“ plots of the lift and drag coeffi-
cients for the SD7062 airfoil are available. [10]

Figure 18: Validation of the lift coefficients gath-
ered by CFD simulations [20]

The Figures 18 and 19 show the X-Foil values
in black and the CFD coefficients in red. The
curves do not match in a good way, neither for
the lift (52 % deviation) nor for the drag coeffi-
cients (122 % deviation). It seems that the sim-
ulations underestimate the lift and overestimate
the drag, but also 3D effects play a decisive role,
when investigating aerodynamic coefficients.

Figure 19: Validation of the drag coefficients
gathered by CFD simulations [20]

5 Conclusion

To sum up, the lift-induced drag due to vortices
is based on the lift coefficient of the wing, the
aspect ratio and the sweep angle. The induced
drag decreases with an increase in the aspect ra-
tio, which means that a wing should be narrow
with a large wingspan. For such a wing, the lift
decreases from the root to the tip and it will
generate an elliptic force distribution and small-
intensity vortices, as presented in Figure 20.

Figure 20: Elliptic lift distribution on a wing
with finite elongation [7]

As a conclusion, it can be stated that it is not
that easy to generate an aerodynamic model,
which fully represents the real flow when investi-
gating it with numerical software. Nevertheless,
it is obvious that the configuration of the SD7062
wing profile with winglets shows not only higher
lift forces with nearly the same drag, but has also
a higher lift coefficient and a better lift-to-drag
ratio in general. As the phenomenon of stall oc-
curs for angles of attack of more than 15◦, these
results were not published here. In order to over-
come the problem with the stall-simulations, it
would be better to carry out various transient
flow simulations instead of steady-state simula-
tions. An improvement would be to calculate the
critical angle of attack, which is possible with
ANSYS software. Furthermore, also the accu-
racy of the results could be improved by dras-
tically reducing the y-plus values, in order to
reach values for the lift and the drag coefficients
which are comparable to those from X-Foil. Al-
though the calculated aerodynamic coefficients
differ from the experimental values, it is a fact
that winglets can reduce the wing tip vortices
and the resulting lift-induced drag.
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Technische Universität Braunschweig, 2007.

[12] ANSYS, Meshing Users Guide, 2018.

[13] Engmorph, “Skewness Calculation for
2D Elements,” Website: https://www.

engmorph.com/skewness-finite-elemnt,
last access: 29.01.2023.

[14] ANSYS, CFX-Pre Users Guide, 2018.

[15] Barros, A. and Camara, F., Use of gamma
theta model to determine the aerodynamics
charactersitics of NACA 23012 , Universi-
dade Federal do Rio Grande, 2017.

[16] Laurien, E. and Oertel, H., Numerische
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Zusammenfassung

In dieser Arbeit wird das Vereisungstool
FENSAP-ICE für die Vorhersage der Eisschicht
an Tragflächen von Flugzeugen genutzt. Zuerst
wird das Modell in CATIA erstellt und die Ver-
netzung in ICEM CFD durchgeführt. Die Verei-
sungssimulation findet jeweils mit den Umwelt-
bedingungen aus Appendix C, gefrierender Nie-
selregen und gefrierender Regen statt. Eine Si-
mulation kann genutzt werden um die Ände-
rung der aerodynamischen Kräfte, hervorgerufen
durch die Eisschicht, vorherzusagen. Die Flügel-
profile NACA 0012, NACA 23012 und SD 7062
werden verwendet. Es ergibt sich jeweils ei-
ne Strömungs-, eine Tröpfchen- und eine Verei-
sungslösung. Diese Lösung ist stark abhängig von
der Feinheit des verwendeten Netzes.

1 Einführung

Die Arbeit Numerische Simulation von Trag-
flächenvereisungen basiert auf den Ergebnissen
der Bachelorarbeit Analysis of Numerical Simu-
lations of Icing on Airfoils, die nun weiterverfolgt
wird. [Luc22] Durch Vereisungen an Tragflächen
während eines Fluges werden die Eigenschaften
stark verändert. Durch die Eisschicht kann es zu
erhöhtemWiderstand und verringertem Auftrieb
kommen. [Eur15] Tests und Evaluierungen, die
für die Zertifizierung eines Luftfahrzeuges not-
wendig sind, bleiben unverzichtbar. Dennoch hat
die Bedeutung von Simulationen in den letzten
Jahren stark zugenommen. [Ban20]

1.1 CFD Simulationen

Mit Hilfe von Computational Fluid Dyna-
mics (CFD) kann die Strömung um verschiede-
ne Körper berechnet werden. Durch den Ein-
satz während der Konstruktionsphase können
zum Beispiel die aerodynamischen Eigenschaf-
ten von Autos oder Flugzeugen verbessert wer-
den. [And95] Für eine Simulation müssen die
richtigen Randbedingungen und Vereinfachun-
gen getroffen werden. Die Geometrie wird in ei-
nem computer-aided design (CAD) Programm
nachkonstruiert. Anschließend wird ein Netz er-
zeugt und die gewünschten Lösungsansätze aus-
gewählt. Danach kann eine Strömungslösung be-
rechnet werden. [Mon19]

1.2 Parameter

Wichtige Parameter in der Berechnung von
Strömungs-, Tröpfchen- und Vereisungslösungen
sind die Courant-Friedrichs-Lewy (CFL) Num-
mer und der dimensionslose Wandabstand y+.
Beide Parameter sind für die Stabilität und Ge-
nauigkeit der berechneten Lösung verantwort-
lich. [And95] In der Nähe von Wänden entstent
eine sogenannte viskose Unterschicht. Die tur-
bulenten Schwankungen sind hier vernachlässig-
bar. Die Formel für den dimensionslos gemachten
Wandabstand lautet wie folgt.

y+ =
uτ
ν
y (1)

Die Wanddschubspannungsgeschwindigkeit
wird hierbei durch die kinematische Viskosität
geteilt und mit der y-Position multipliziert. Die
viskose Unterschicht gilt ungefähr bis zu einem
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Abbildung 1: Geometrie in CATIA

Wert von y+ = 5. [Kuh14] In dieser Arbeit ist es
wichtig, dass der dimensionslose Wandabstand
an der Oberfläche des Flügels möglichst kleine
Werte annimmt, um realistische Lösungen zu
erhalten. Dies wiederum bedeutet, dass die
Größe der Elemente im Netz an dieser Stelle
sehr klein gewählt werden muss.

2 Verwendete Methoden

Zuerst wurde ein CAD-Modell der Tragfläche mit
Hilfe von CATIA erzeugt. Die Punkte des Pro-
fils wurden von der Webseite Airfoiltools herun-
tergeladen. [Air23] Eine Vereinfachung, die bei
allen Profilen getroffen wurde, war die Verwen-
dung einer kantigen statt einer spitzen Flügelhin-
terkante. Dadurch konnte das Netz später bes-
ser angepasst werden. Rund um den Flügel wur-
de eine Box erzeugt, um den Raum des Fluids
einzugrenzen. Dies kann in Abbildung 1 gesehen
werden. Das Profil befindet sich hierbei im Ko-
ordinatenursprung und das Verhältnis von Box
zu Flügeltiefe beträgt 50:1. Das verwendete Ver-
netzungsprogramm war ICEM CFD. Hier konn-
te das zuvor erzeugte CAD-Modell importiert
werden und alle nötigen Einstellungen für eine
akkurate Vernetzung wurden getroffen. Die 2D-
Geometrie wurde extrudiert um eine Spannweite
zu erzeugen.

Abbildung 2: Blöcke in ICEM CFD [Luc22, S.10]

2.1 Netzerzeugung

In der Bachelorarbeit Numerical Simulations of
Icing on Airfoils wurden Berechnungen mit un-
terschiedlich feinen Netzen durchgeführt. [Luc22]
In dieser Arbeit wurde nun mit bereits passen-
den Parametern und Elementgrößen gearbeitet.
In ICEM CFD wurde ein Block erzeugt, der in 8
kleinere Blöcke geteilt wurde. Diese sind in Ab-
bildung 2 dargestellt. Anschließend wurden die
Ecken und Kanten der Blöcke mit der Geometrie
verbunden.

Die Abstände der Knotenpunkte der einzel-
nen Elemente wurden nahe der Flügeloberfläche
möglichst gering gewählt. Dies ist in Abbildung 3
ersichtlich. Das zweidimensionale Netz wurde ex-
trudiert und somit in Richtung Spannweite der
Tragfläche verlängert.

Abbildung 3: Netz entlang des Tragflügelprofils

Im Beispiel SD 7062 entstand so eine Gesamt-
zahl an Elementen von 739957. Der Einlass, die
zwei Symmetrieebenen und die Wand der Trag-
fläche wurden als Einzelteile definiert.Wie in Ab-
bildung 4 zu sehen ist, liegen alle y+-Werte an
der Oberfläche des Flügels unter 0.2.
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Abbildung 4: y+-Werte an der Oberfläche des
Flügels

2.2 Berechnungen in FENSAP-ICE

Das in ICEM CFD erstellte Netz wurde in das
Airflow Modul in FENSAP-ICE geladen. An-
schließend konnten die Einstellungen getroffen
werden. Die Strömungslösungen an allen Profi-
len wurden mit den Navier-Stokes-Gleichungen
und dem Spalart-Allmaras Turbulenzmodell be-
rechnet. Für das SD 7062 Profil wurde eine Um-
strömungsgeschwindigkeit von 20 m/s gewählt.
Die Flügeltiefe betrug 0.3 m und Druck und
Temperatur wurden nach der internationalen
Standardatmosphäre bei 15°C Umgebungstem-
peratur gewählt. So ergab sich eine Reynolds-
Zahl von 410450. Es wurde mit einer CFL-
Nummer von 50 gerechnet. Es wurden 500 Ite-
rationen durchgeführt, damit die Lösung kon-
vergiert. In Abbildung 5 ist das Druckprofil am
SD 7062 Profil bei einem Anstellwinkel von 0°
ersichtlich.

Nachdem eine Strömungslösung berechnet
wurde, konnte diese für die Berechnung der
Tröpfchenlösung verwendet werden. Hier wurden
die Parameter der Strömungslösung importiert.
Die CFL-Nummer war 20 und es wurden 300 Ite-
rationen durchgeführt. Die Berechnung der Ver-
eisungslösung wurde mit ähnlichen Bedingungen
wie in der Arbeit Analysis of Numerical Simulati-
ons of Icing on Airfoils durchgeführt. Die hierfür
benötigten Parameter sind in Tabelle 1 ersicht-
lich.

Abbildung 5: Druckprofil SD 7062 bei 0° Anstell-
winkel

Vereist wurde unter den in Appendix C enthal-
tenen Bedingungen. Die Details hierzu sind im
CS-25 Dokument der European Union Aviation
Safety Agency (EASA) zu finden. Diese Bedin-
gungen müssen für die Zertifizierung erfüllt wer-
den. [Eur21] Die Geschwindigkeit der Luft war
20 m/s und der Anstellwinkel betrug 0°. Die sta-
tische Lufttemperatur (static air temperature)
betrug -10°C. Der durchschnittliche Durchmes-
ser der Tröpfchen (median volume diameter) be-
trug 20 μm und der Anteil an flüssigem Wasser
in den Tröpfchen (liquid water content) wurde
als 0.5 g/m³ gewählt. Die gewählte Dauer der
Vereisung war 1600 s. [Luc22]

Tabelle 1: Bedingungen für die Vereisungssimu-
lation in FENSAP-ICE

Profil SD 7062

Vereisungsbedingung Appendix C

Geschwindigkeit 20 m/s

Anstellwinkel 0°
SAT -10°C
MVD 20 μm

LWC 0.50 g/m³
Dauer 1600 s

Mach 0.06

Nach einer Vereisungszeit von 1600 Sekunden
ergab sich die in Abbildung 6 ersichtliche Eis-
schicht. Es ist erkennbar, dass sich das meiste
Eis an der Flügelvorderkante ansammelte.
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Abbildung 6: Eisschicht am SD 7062 Profil

3 Zusammenfassung und Aus-
blick

In FENSAP-ICE können mit einem gewissen
Grundwissen schnell und einfach Vereisungssi-
mulationen durchgeführt werden. Die Ergebnisse
müssen anschließend kritisch betrachtet und auf
Richtigkeit geprüft werden. Bei der Vereisung des
SD 7062 Profils war die Auflösung des Netzes an
der Oberfläche sehr fein, wodurch die Genauig-
keit der Lösung verbessert wurde. Das meiste Eis
hat sich in der Zeit von 1600 s an der Vorderkante
des Flügels angesammelt.

Abbildung 7: Druckprofil NACA 0012 bei 15°
Anstellwinkel [Luc22, S.22]

In Zukunft kann mit kritischen Parametern ge-
rechnet werden. Ein Beispiel hierfür ist in Abbil-
dung 7 zu sehen. Die Anströmung erfolgte hierbei
in einemWinkel von 15° auf ein NACA 0012 Pro-
fil. Weiters könnte eine Lösung mit der Berück-
sichtigung von integrierten Vorrichtungen zur
Wärmeübertragung berechnet werden.
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Abstract

In this paper the icing tool FENSAP-ICE is
inspected and used for predicting the three-
dimensional in-flight ice growth on the airfoil
NACA 23012 exposed to two different condi-
tions. The airfoil profile is first created using
the CATIA V5 design program. Then, An-
sys ICEM CFD is used to add the geometry of
the icing wind tunnel (IWT) and to generate a
mesh for the three-dimensional system. In An-
sys FENSAP-ICE, the two icing conditions are
simulated using the singleshot method. The re-
sults are evaluated and plotted in MATLAB. In
addition, the lift as well as drag coefficient of the
airfoil NACA 23012 with 1.5° and 3° angle of at-
tack (AOA) are calculated and compared with
the analysis software XFOIL. The results from
the icing simulations are compared with those
from the real tests, which were carried out in a
IWT and were made available by the JOICE re-
search project.

1 Introduction

The icing of an aircraft in flight is a signifi-
cant safety problem in aviation. The article by
[CDG00] analyses, that there had been no sig-
nificant advances in theoretical studies of ice for-
mation on an aircraft until the early 1970s with
the advent of the computer age, although this
problem exists since the beginning of aviation.
Growing ice on an aircraft can affect the flight
dynamics in several ways. On the one hand, it

affects the airfoil shape, which can result in un-
usual behaviour in terms of stall. On the other
hand, control elements such as the trims can be
negatively affected. The overall weight of the air-
craft is also increased by additional ice. There-
fore, it is of great importance to keep the aircraft
free of ice even during flight.

Figure 1: Ice accumulation on the leading edge
of the wing [Sch13, p. 3]

On the ground, a chemical liquid is already
applied when there is an increased risk of icing.
In the air, a distinction is made between elec-
trical, pneumatic, chemical and thermal deicing
processes. In order to use such systems efficiently
and to be able to make predictions about differ-
ent wing geometries and their behavior during
icing conditions, real experiments in the air by
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flight tests, on the ground by using IWT or anal-
yses by numerical flow calculations are necessary.
The calculations are now discussed in this paper.

1.1 Icing conditions

Ice formation is explained in [Sch13] by super-
cooled water droplets. An aircraft may en-
counter several forms of ice-producing precipita-
tion. In reality, water droplets condense on solid
nuclei to form a cloud. These cloud droplets can
exist in the supercooled state down to a tem-
perature of -20 °C due to their relatively small
size, and very small droplets can exist down to
a temperature of -40 °C. The dimension of su-
percooling depends on the purity of the water,
the size of the droplet, and whether ice particles
are already present in the cloud. Thus, water
droplets can still exist in the liquid phase below
0 °C, which is why the term supercooled water
was introduced. During the cooling process of
the water droplets, they remain undisturbed, so
that ice formation is not initiated. If the su-
percooled droplets encounter a solid body, they
change their aggregate state and from then on
appear in solid phase. In addition, they adhere
to the object which triggered the aggregate state
by contact. Fig. 1 shows the formation of ice on
an airfoil, which strongly influences the geome-
try of the airfoil.
Depending on the prevailing external conditions,
different ice forms can form. Clear ice forms at
temperatures down to -10 °C and causes a change
in the cross-section of the wing. Rime ice forms
at -20 °C. This state leads to a pointed leading
edge of the wing and thus changes the aerody-
namic properties of the wing. Between these two
forms, mixed ice is formed, which combines the
properties of clear ice and rime ice. In fig. 1, the
three different ice shapes and their effect on the
wing cross-section can be viewed.

1.2 Computational Fluid Dynamics

According to [JGL18], the Computational Fluid
Dynamics (CFD) is the computer-aided calcula-
tion for the analysis of physical phenomena of
fluids in a system under consideration. It arises

from various disciplines of fluid mechanics, ther-
modynamics, mathematics as well as computer
science and is used in several fields such as pro-
cess, chemical, civil and environmental engineer-
ing. In most problems that can be solved with
simulation, a fluid flow is studied by numerical
simulations using computer programs or software
packages. In this process, the calculations are
performed on high-performance computers to ob-
tain a numerical solution.
During this process, the mathematical equations
of fluid mechanics are solved numerically in an
attempt to obtain an approximately correct re-
sult. For the discretization, initial and boundary
conditions have to be predefined. Finally, the
system of equations is solved with the help of a
matrix solver. Computer programs support the
user with regard to the input of parameters, exe-
cution of the calculation and presentation of the
results.

2 Methods

When generating ice, it is important to consider
several methods for ice generation on one object
in order to be able to subsequently compare them
with each other. In the following, the two test
setups Design Point (DP) 42 and DP 66 with the
parameters that can be taken from tab. 1 are now
considered for the wing profile NACA 23012. For
this purpose, a suitable airfoil is first created in
a Computer Aided Design (CAD) software and
then a computational mesh is generated in Ansys
ICEM CFD. The actual calculation takes place
in FENSAP-ICE and the results are evaluated
and compared by using MATLAB.

2.1 Creation of geometry using CA-
TIA V5

In order to perform a simulation, a geometry of
the airfoil and the IWT must first be prepared.
The dimensions of the experimental setup are
given in fig. 3. The chord length of the airfoil
is 1.2 m and the airfoil width is 2 m. The data
points for the airfoil NACA 23012 were generated
using [Air22] and saved in an EXCEL sheet. The
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Table 1: Input parameters for the simulations

DP Icing State Speed AoA SAT TAT MVD LWC RH Duration
m/s deg K K microns g/m2 % s

42 App. C 60.0 1.5 268.05 269.95 20 0.52 92.70 1800
66 FZRA 80.0 3 262.45 266.35 535 0.25 79.30 900

geometry for the wind tunnel was added later in
the mesh generator. In CATIA V5, the Digi-
tized Shape Editor was used to import the data
points from the Excel spreadsheet. It was nec-
essary to take care of the correct arrangement
and separation of the coordinates in the file, be-
cause standardized both the X-coordinates and
the Y-coordinates are listed in a common col-
umn. After the data points were imported, they
could be connected to a spline in the Generative
Shape Design menu. The profile trailing edge
was merged into a point. [Air22] creates a pro-
file with a length of 100 mm. Therefore, this pro-
file must be scaled to the desired chord length of
1200 mm. To generate the AOA for the two test
setups, the scaled profile was rotated around the
Z-axis. The result can be seen in fig. 2. In to-
tal, two geometries were created, extruded to the
specified width and saved as a step file.

Figure 2: Three-dimensional airfoil created with
CATIA V5

2.2 Mesh generation in Ansys ICEM
CFD

The previously generated step file can now be
loaded as a profile into the meshing tool ICEM
CFD. Since the AOA for both airfoils is mini-
mally different, the meshing could be performed

equally for both geometries. The geometry of the
IWT was created using the shape of a cuboid.
To mesh the geometry, a block was first created
for the entire geometry. The block type chosen
was 3D Bounding Box since it was a three di-
mensional geometry. For further block division,
the Ogrid Block option was used, as it is best
suited for meshing a wing. This generates mul-
tiple blocks around the wing that are arranged
in a C formation. The generated side edges of
the blocks were associated with the lines of the
airfoil. Depending on the location of the block
edges, different meshing settings were made and
multiple cells were generated for the entire sys-
tem. After the mesh quality settings were made,
it was necessary in ICEM CFD to convert the
first created block structured hexahedral mesh
into an unstructured mesh. In order to save the
created mesh as a GRID, the solver Fluent had
to be chosen first, since it has the best compati-
bility with FENSAP-ICE. Fig. 4 shows a detailed
view of the completed mesh at the leading edge
of the wing for the IWT. For calculation and ice
generation in FENSAP-ICE, it is important to
create a particularly fine mesh near the airfoil
to get more accurate results for the ice accu-
mulation. Since a three-dimensional geometry
was also considered, 6.4 million cells were cre-
ated during the creation of the mesh.

2.3 Simulation of the 3D geometry
with the singleshot method

Three-dimensional meshes can have a large num-
ber of elements, which can significantly increase
the computation time. For this reason, the
singleshot method was chosen for the calcu-
lation with the three-dimensional geometries.
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Figure 3: Dimensions of the icing wind tunnel including the airfoil

Figure 4: Detailed view of the mesh near the
profile

FENSAP-ICE also offers the possibility to di-
vide the total icing time into smaller intervals.
This creates a new calculation with the previ-
ously generated ice shape after each iteration.
This procedure is also known as the multishot
method. The procedure for the calculation of
DP 66 and DP 42 is generally the same. As can
be seen from tab. 1, different input parameters
were used for both simulations.
After a new project was created, the simulation
could be set up. First, the calculation was per-
formed with the FENSAP flow solver. In this
simulation, a flow solution is generated using the
continuity equations for the calculation of the
mass, the Navier-Stokes equation for the momen-
tum and the conservation of energy for the en-
ergy. To do this, the previously created mesh
had to be imported into FENSAP-ICE. During
the import, a submenu opened where the bound-
ary conditions were specified. The smaller side
surfaces were defined as Inlet with the inlet ve-
locity given in tab. 1 and Exit with the pressure

0 Pa. All remaining geometries were assigned the
boundary condition WALL with the no-slip con-
dition. After the import, the settings were made.
Through the configuration icon, the submenu of
FENSAP-Flow opened, where the parameter set-
tings for the flow solutions can be made. In the
first tab Model, the physical basic equations as
well as the turbulence model were selected. For
these calculations, the Spalart-Allmaras turbu-
lence model, published by [SA92], with relax-
ation factor 1 was used. In the second tab,
the parameters could be entered as they can be
seen in tab. 1. Depending on the chord length,
the air temperature and the ambient pressure,
which was 101 325 Pa, FENSAP-ICE automat-
ically calculates the Mach number (Ma), the
Reynolds number (Re) and the total air tem-
perature (TAT). The calculated values can be
obtained from tab. 2.

Table 2: Calculated values from the flow simula-
tion

DP Re Ma TAT
K

42 5.8169·106 0.185 264.241
66 7.7594·106 0.246 265.635

The next simulation was computed using the
DROP3D solver, which computes based on the
previously generated flow solution by dragging
and dropping the file. The droplet distribution
is calculated using the Navier-Stokes equations,
supplemented by the continuity and momentum
equations of the droplets. Most settings can
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be left in the default settings. The reference
conditions for the droplets were taken according
to tab. 1. As a special feature, a Langmuir-E
droplet distribution for Freezing Rain (FZRA)
was considered in the calculation for DP 42 ac-
cording to tab. 3, as well as Appendix C for DP
66. The distributions published by [LBU46] were
used by the National Advisory Committee for
Aeronautics (NACA), later National Aeronau-
tics and Space Administration (NASA), to de-
termine the mean volumetric diameter cited in
Appendix C, which is used for aircraft icing cer-
tification. Appendix C, according to [Jec02], is
the data published in Appendix C of Part 25-
Airworthiness Standards: Transport Category
Airplanes in Title 14-Aeronautics and Space of
the U.S. Code of Federal Regulations, which has
been used since 1964 to select values of icing-
related cloud variables for the design of in-flight
anti-icing systems for aircraft.

Table 3: Droplet distribution for DP 42 with
FZRA

Droplet diameter Percentage
microns %

10 15,0
50 11,0
200 13,0
500 28,5
1000 25,0
1500 7,5

For the icing, a simulation was performed with
the solver ICE3D, which calculates the mass con-
servation and the energy conservation via two
partial differential equations. This was based on
the previously calculated flow and droplet solu-
tions. Fig. 5 illustrates the settings that were
made in ICE3D. Once all three calculations were
successfully completed, the results could be anal-
ysed graphically in the V IEWMERICAL sub-
routine.

Figure 5: Settings in ICE3D for DP 66

2.4 Importing the results into MAT-
LAB

All results were presented in a Matlab script.
The required points from the generated ice film
were imported from FENSAP-ICE. The ice so-
lution was opened with V IEWMERICAL. In
this menu the points can be generated and saved.
The points were saved in a TXT file. Since ice
also formed on the walls of the IWT, these points
had to be removed. In MATLAB, the files were
imported with the readtable command. The
next step was to convert the tables into arrays
using the table2array command to facilitate the
evaluation of the matrix. The same procedure
was performed with the data points of the wing
profile. To plot the results, the ice layer and the
airfoil were generated in the same plot. One plot
was generated for each of DP 42 and DP 66.
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2.5 Calculation of the aerodynamic
coefficients

To obtain the lift coefficient cl and drag coef-
ficient cw of the airfoil NACA 23012 with 1.5°
and 3° AOA, a simulation was also performed in
FENSAP-ICE with a different mesh, which can
be seen in fig. 6. Since the coefficients are de-
termined by the pressure distribution, a larger
area around the wing profile had to be created
in order to achieve a better pressure distribution
than that calculated with the mesh in fig. 4. This
mesh has 120000 cells. FENSAP-ICE can calcu-
late the aerodynamic coefficients using the flow
solver, taking into account the reference surface.
After the simulation, the value was chosen which
was calculated during the last iteration step. The
results from FENSAP-ICE were compared using
XFOIL. XFOIL is an analysis tool for airfoils,
wings and airplanes provided by [Dre00] as an
open source package. In XFOIL those parame-
ters were used which were applied for the calcu-
lation of DP 42 and DP 66. In addition, the Re
calculated by FENSAP-ICE and shown in tab. 2
was used.

Figure 6: Mesh for the calculation of the lift and
drag coefficient

3 Results

The aim of this paper was to visualise the ice
growth on the wing profile NACA 23012 by
a numerical flow calculation. All results col-
lected during the simulations have been visu-
alised using MATLAB. In the graphs presented,
the two-dimensional view is used. For the cal-
culations that took place in 3D, the cross sec-
tion was placed in half of the profile. In the
following section, the results generated by this
work are now compared with the results pub-
lished in [BDH+22]. The IWT-tests as well
as the calculations by the simulation programs
TAC2 from [Aer22], ICEAC2DV3 from [Has19]
and FENSAP-ICE from Ansys will be consid-
ered. For the aerodynamic coefficients, the re-
sults of XFOIL, FENSAP-ICE without and with
ice accumulation for DP 66 and the results pub-
lished by the [UIU23] database are compared.

3.1 NACA 23012 with DP 42

The first simulation was performed with the pa-
rameters of DP 42. The lift as well as the drag,
which are defined by the aerodynamic coeffi-
cients, can be determined via the pressure dis-
tribution on the wing. The results can be seen
in tab. 4. The wing profile without ice accumu-
lation is considered.

Table 4: Aerodynamic coefficients for DP 42

cl cw Ice

FENSAP-ICE 0,327 0,028 no
XFOIL 0,304 0,006 no
UIUC 0,380 0,013 no

In fig. 8 the mentioned methods for DP 42
are shown in a graph. For the calculation with
TAC2, a temperature 0.5 °C lower than that
which can be taken from tab. 1 was selected, as
well as a Langmuir-E droplet distribution. For
ICEAC2DV3, a monodisperse droplet distribu-
tion was used. In this work, due to this frame-
work, a calculation with the Langmuir-E distri-
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Figure 7: Ice accretion with DP 42 considering
different droplet distribution in FENSAP-ICE

Figure 8: Ice accretion with DP 42 [BDH+22, p.
14]

bution was performed in addition to the sim-
ulation in DROP3D with a monodisperse dis-
tribution. A direct comparison can be seen in
fig. 7. Both the monodisperse distribution and
Langmuir-E show a similar icing pattern. In
fig. 8, the blue line represents the result from the
TAC2 calculation. In addition, a simulation was
performed with a convective heat transfer coef-
ficient, which is represented by the green line.
The yellow line shows the ICEAC2DV3 predic-
tion. The solid red line is the mean ice shape
determined over the entire span, while the red
dotted line represents the cross-section of the
centerline at the IWT test. The calculations by
FENSAP-ICE show the closest agreement with

the thickness and position of the ice shape. How-
ever, there is no strong formation of horns in the
ice.

3.2 NACA 23012 with DP 66

In the next step, DP 66 is considered. First, the
aerodynamic coefficients were calculated, which
can be taken from tab. 5.

Table 5: Aerodynamic coefficients for DP 66

cl cw Ice

FENSAP-ICE 0,497 0,029 yes
FENSAP-ICE 0,477 0,009 no

XFOIL 0,489 0,005 no
UIUC 0,490 0,012 no

Furthermore, in fig. 10 the red line shows the
ice shape by the real test, the yellow line shows
the result of the simulation with ICEAC2DV3
and the blue line shows the result of the simu-
lation with TAC2. The black line represents the
wing profile. In fig. 9 the result of the calcula-
tion by the program FENSAP-ICE with the sin-
gleshot method is shown. The comparison shows
a very good agreement with the ice thickness and
position. However, similar to DP 42, the forma-
tion of ice grains does not occur. In addition,
it should be mentioned that a thicker ice layer
is formed at the bottom of the profile in the re-
sult of this work than in all results from fig. 10.
This can be explained by the fact that the AOA
was modified from 3° to 1.5° in the latter results.
However, in [BDH+22] it is described that for the
real tests no data on the pressure distribution
were available, so that the actual aerodynamic
AOA could not be determined.
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Figure 9: Ice accretion with DP 66 in FENSAP-
ICE

Figure 10: Ice accretion with DP 66 [BDH+22,
p. 13]

4 Summary and Outlook

Three-dimensional numerical simulations require
a considerable amount of computing power. De-
cisive for the required computing power and du-
ration is the created mesh and the number of
cells as well as nodes. Thereby the number of
nodes increases strongly if several cells are cre-
ated in the depth of the profile. Due to this fact,
an attempt was made to minimize the number of
cells for the three-dimensional mesh in order to
improve the computing performance. In order to
still generate a meaningful result, a high quality
mesh was created near the airfoil, especially at
the leading edge of the wing. For regions farther
from the wing, the mesh quality was intentionally

degraded. It should be noted that under uniform
conditions, different results occur both in the dif-
ferent numerical simulations and in the real tests
in the IWT. Despite modern technology, both ice
generation in a wind tunnel and computer-aided
calculations may still produce results which may
differ. In [Ban20], the main reason given for this
problem is turbulence. Due to its chaotic behav-
ior, it is difficult to capture it and make a predic-
tion. Therefore, several methods are applied and
compared with each other. For this reason, wind
tunnel tests remain an important part for gener-
ating results, especially in certification processes.
For this procedure, a large geometry of the chan-
nel is necessary to minimize effects caused by the
tunnel. Furthermore, the documentation of the
generated ice layer, due to the transparency of
the ice is another challenge, which is why own
measurement methods have been developed for
this purpose. The high technical effort and costs
lead to the fact that many simulations are carried
out in computer programs. At the moment, the
difficulty is to analyze the parameters that are
difficult to determine experimentally and to in-
clude them correctly in the calculation. [Ban20]
assumes that there will be significant progress in
this field in the next decades.
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MERKUR INNOVATION LAB 

Im Herbst 2020 gründete die Merkur Versicherung ihr konzerneigenes Start-up. Seitdem 
kümmert sich das junge Team um Machine Learning-Lösungen und Künstliche Intelligenz, 
streckt seine Fühler aber auch extern aus. Partnerschaften mit Forschungseinrichtungen und 
die breite Vernetzung in der Szene lassen das Start-up weiterwachsen. Damit entwickelt sich die 
Ideenschmiede aus Graz auch immer mehr zu einem Ausbildungshub für Fachkräfte im Bereich 
Data Science.    

„Unsere Aufgabe besteht in erster Linie darin, für unsere Kunden aus vorhandenem 
Datenschatz und Erfahrungswissen einen Mehrwert zu schaffen“, erklärt Daniela Pak-Graf, 
Geschäftsführerin vom Merkur Innovation Lab. „Wir nehmen die verschiedenen Datenquellen 
und vernetzen sie, so bekommen wir Einblicke, die niemand vorher hatte. Kunden wünschen 
sich neue Dienstleistungen, für die bisher bloß keiner die Idee hatte. Und in den Daten stecken 
die Lösungen.“ 

Aus einer Handvoll Mitarbeitern wurde rasch ein dynamisch wachsendes Team, das mittlerweile 
zu zehnt in der Datenwerkstatt tüftelt. Und die Reise geht weiter. Daniela Pak-Graf sucht 
bereits nach neuen Data Scientists, nach Mathematikern und IT-Systementwicklern, die 
Zukunftsthemen auf Businesschancen durchleuchten. Damit schafft das Start-up neue Jobs, 
baut Talente auf und hat sich zu einem Ausbildungshub entwickelt, das Data Scientists in die 
wirtschaftliche Praxis holt. 

Auch der Markt reagiert: Was als Prototyping-Plattform begonnen hat, entwickelt sich 
kontinuierlich weiter. Ging es dem Innovation Lab anfangs ausschließlich um hauseigene 
Versicherungsprodukte und Services, will man künftig das Know-how auch extern anbieten. 
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Abstract

A contagion can be conceptualized as the process
of spreading an entity such as a virus, emotion,
or information through a group or network. De-
pending on the kind of contagion, not all con-
nections may contribute equally to the spread-
ing success of a contagion. In this regard, it can
be distinguished between a simple and a com-
plex contagion where the peculiarity of a com-
plex contagion is that the potential reachability
of nodes depends not only on direct connections
but also on the presence of local common neigh-
borhoods. This makes it difficult to understand
the pathway as well as the extent to which a
complex contagion spreads through a network.
Simplifying the network structure in order to
preserve only feasible connections seems there-
fore highly rational. In this paper, we propose
a novel graph reduction method that reduces a
network to contain only connections relevant to
the spreading phenomena of a complex contagion
process. Results show that this reduced network
can effectively inform about the spreading poten-
tial of a complex contagion prior to its outbreak.

1 Introduction

Contagion processes describe the spread of
viruses, malware, behavior, emotions, memes,
information, and many other entities [Bar16].
These processes can occur in various settings
and can have a significant impact on com-
munities and societies in the form of epi-
demics [CWW+03, BHG+09, HBG04], cyber-

attacks [SGRL11, ZJ12, WGHB09], and so-
cial movements [SA15, MSFL17], among others
[CF07, ZC19, Cen21]. Understanding the mech-
anisms behind contagion processes and how they
can be controlled is thus crucial for prevent-
ing negative outcomes and addressing associated
challenges.

Contagion processes are largely determined by
two factors: the spreading mechanism of a given
entity such as a virus, emotion or information,
and the underlying network structure on which
the entity spreads [Bar16]. Depending on the
specifics of the spreading mechanism, we can dis-
tinguish between a simple and a complex conta-
gion [CM07, CEM07, GC21].

Figure 1: Simple versus complex contagion. The
minimum number of common neighbors required
for spreading is denoted by the complexity C. A
simple contagion (left, C = 0) requires only a sin-
gle connection to spread a virus from an infected
node i (black) to a susceptible node j (gray). A
complex contagion requires one (center, C = 1),
two (right, C = 2), or more additional infected
common neighbors (black) between node i and
node j before further spreading occurs.

In simple contagions, such as the spread of
viruses, a single connection between two individ-
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uals is sufficient to spread the virus from one in-
dividual to another [IPBL19]. Contrary to this,
complex contagions, such as the spread of a social
movement, require a susceptible individual to be
connected to multiple infected spreaders simul-
taneously before spreading continues [IPBL19].
A visual example emphasizing the difference be-
tween simple and complex contagions is shown
in Fig. 1. Due to the restrictive nature of com-
plex contagions, individual connections alone do
not guarantee spreading success. Nodes reach-
able through direct connections in a network may
not be part of any feasible path in a complex con-
tagion process as spreading requires additional
spreaders in the local common neighborhood be-
tween two nodes. In this context, [CM07] speak
of the need for wide enough bridges to facilitate
complex spreading. This makes it difficult to un-
derstand the exact pathway as well as the extent
to which a complex contagion spreads through a
network.

In addition, many network theoretical metrics
are not implemented to account for the complex
paths observed in complex contagions. For ex-
ample, the size of the giant component is an in-
formative metric for the spreading potential of
a simple contagion as it indicates how much of
the network will ultimately be infected should
the contagion start in any part of the network’s
giant component [Bar16]. It is, however, not an
informative metric for the spreading success of
a complex contagion as some parts of the gi-
ant component might not be supported by wide
enough bridges to facilitate further spreading.

Similarly, many centrality measures such as
betweenness, closeness, and eigenvector central-
ity turn out to be poor predictors for capturing
so-called superspreaders in complex contagion
processes [GC21]. This is due to their reliance on
the concept of shortest path length which is cur-
rently not well defined for complex contagions.
As a result, centrality measures that use the con-
ventional definition of shortest path length are
prone to incorrectly identifying the most impor-
tant contributors to the spreading success of a
complex contagion [GC21].

It appears evident that there is a need to
bridge the gap between network theoretical con-
cepts based on simple paths and their applicabil-
ity to complex contagions. Simplifying a given
network structure in order to preserve only fea-
sible connections seems therefore highly rational.
In this paper, we propose a novel graph reduc-
tion method that reduces a network to contain
only connections that can potentially be utilized
during the spreading process of a complex conta-
gion. The complexity reduced network may then
serve again as informative basis for the applica-
tion of conventional network theoretic concepts.

2 Methodology

The potential benefit of introducing complexity
reduced networks is evaluated using the following
methodology: First, we formalize our method of
complex graph reduction. Second, we present a
simplistic model to simulate contagion dynam-
ics on various graphs. Third, we describe a pro-
cedure to generate progressively sparse graphs
ranging from high to low connectivity. Fourth
and final, we describe our simulation setup with
which we investigate how conventional network
properties calculated on complex graph reduc-
tions compare to complex contagion simulations
as network connectivity is shifted.

2.1 Complex Graph Reduction

The transformation operator T (A) transforms
the adjacency matrix A of a given graph into
AC , the adjacency matrix adjusted for a com-
plex contagion of complexity C.

AC = T (A) (1)

In simple graphs, the adjacency matrix A of a
graph with number of nodes n is of dimension
n×n with Aij = 1 if node i is adjacent to j, else
Aij = 0. Two nodes are adjacent to each other
if they are connected via a common edge. By in-
troducing the Kronecker delta and the Heaviside
step function, the transformation of A to AC

127



Scientific Computing 2023 Complex contagions and graph reduction

can be defined for every matrix element AC
uv as

shown in Eq. 4, where the complexity C repre-
sents the minimum required number of common
neighbors [Pop08, Dav02].

δij =

{
1, if i = j,

0, if i 
= j.
(2)

H(x) =

{
1, if x > 0,

0, if x ≤ 0.
(3)

AC
uv = H

[
Auv

(
− C +

dim(A)∑
k=1

AkuδAkv ,1

)]
(4)

Figure 2 shows an example of the graph reduc-
tion operator for various complexities C applied
to a given graph with adjacency matrix A.

Figure 2: Complex graph reduction. Shows pre-
served edges (black) and removed edges (gray)
after applying the complex graph reduction op-
erator of complexity C to a Moore neighborhood
network in which half of the edges were deleted
(denoted by p = 0.5) prior to the graph reduc-
tion.

2.2 Contagion Model

To simulate contagion dynamics we use a simplis-
tic model that assumes that a susceptible node
in a network becomes infected when connected
to other infected nodes. Once a node is infected,
it remains infected and cannot recover. A conta-
gion simulation is initialized by infecting nodes
in the leftmost column of a Moor neighborhood
network and the simulation ends when no new
nodes can be infected (see Fig. 3). The spread-
ing success of a contagion process of complexity
C is expressed by dC which denotes the portion
of infected nodes in a given network at the end of
simulation. In the example in Fig. 3, the simple
contagion, i.e. C = 0, spreads to 96 percent of
the network. In comparison, the complex con-
tagion requiring one additional infected common
neighbor, i.e. C = 1, reaches just 25 percent
of the network. The spreading potential lowers
even further for contagions of higher complexi-
ties with C = 2 only reaching 12 percent of the
network and C = 3 showing no spreading at all.

2.3 Bernoulli Percolation

To simulate contagion processes in a variety of
differently connected network structures, we use
a procedure called Bernoulli percolation in which
every edge is a Bernoulli random variable that
can either be open or closed, where closed refers
to the edge being removed [DC18]. More specif-
ically, we start with a Moore neighborhood net-
work where every node is connected to its 8 sur-
rounding neighbors and assign every edge a ran-
dom number r in the half-open interval [0, 1). An
edge is closed or removed if r is smaller than a
chosen probability threshold p, i.e. r < p. Vary-
ing p from 0 to 1, hence, changes the network
structure from a fully connected Moore neigh-
borhood to isolated nodes. 1

1In the context of contagion dynamics, this shift in
connectivity is associated with a sudden state transitions
between a state where all nodes become infected and a
state where almost none of the nodes become infected.
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Figure 3: Contagion model. Shows contagion
simulations of different complexities C. The
spreading simulations are initialized in the left-
most column. The temporal component of the
contagion corresponds to the dark to light color
gradient.

2.4 Simulation Setup

Our simulation setup can be outlined as follows:
We begin by constructing a Moore neighborhood
network containing 30 by 30 nodes and assign a
random number r in the half-open interval [0, 1)
to every edge in the network. We then con-
struct modified networks by iteratively increas-
ing a probability threshold p from 0 to 1 in 100
equal sized steps and remove edges from the orig-
inal Moore neighborhood network if r < p. For
every network constructed in this fashion2, we
(a) simulate simple and complex contagion dy-

2By using complex graph reductions on a variety of
networks derived by Bernoulli percolation, we can bench-
mark our network parameters on a wide range of struc-
tures. This allows us to analyze its effectiveness across
a wide range of configurations, despite the fact that the
Moore neighborhood network is the same for each simu-
lation.

namics for which we calculate the percentage of
infected nodes dC , and (b) construct correspond-
ing complex reduced networks for which we cal-
culate a list of network metrics. The metrics cal-
culated are the size of the giant component G,
the number of components n, the mean compo-
nent size μ, and the standard deviation of com-
ponent sizes σ. We then examine, in the form
of correlation tables, whether the network met-
rics in a complex reduced graph of complexity C
inform about the spreading success of the corre-
sponding complex contagion of equal complexity
C in the original network. The whole simula-
tion setup is performed 100 times and results are
averaged.

3 Results

Our results show that complexity reduced net-
works can effectively aid in informing about the
spreading potential of a complex contagion prior
to its outbreak. In particular, we find that net-
work metrics calculated on a complexity reduced
network AC correlate well with the percentage of
infected nodes dC of a complex contagion with
equal complexity C. This is shown in Fig. 4
in the form of graphs and in Tables 1 through
3 in the form of Pearson correlation coefficients
[SBS18]. We find that the giant component G,
the mean component size μ, and the standard
deviation of component sizes σ of a complexity
reduced network AC show high correlation with
the spreading potential dC of a complex conta-
gion of equal C.

In this regard, the giant component G seems
to be especially informative about the spreading
potential of a complex contagion. This is partic-
ularly interesting considering that an infection of
some initial cluster in the complexity reduced gi-
ant component does not necessarily result in an
infection of the whole complexity reduced giant
component. Simple contagion processes spread
along direct connection in the network. Hence,
if the contagion is initialized in any part of the
simple giant component, the contagion will ul-
timately infect every node in that component.
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Figure 4: Comparison of contagion dynam-
ics with network metrics of complexity reduced
graphs. Contagion dynamics are expressed by
the percentage of infected nodes dC . Network
metrics include the size of the giant component
G, the number of components n, the mean size
of the components μ, and the standard deviation
of the component sizes σ.

This does not hold for complex contagions which
is due to the fact that a complex graph reduc-
tion does not consider the spreading direction of
a contagion process. It is symmetric in the sense
that it assumes that a contagion could poten-
tially start and progress from any part of the
network. A complexity reduced network may

Table 1: Correlation table for A

dc=0 dc=1 dc=2

p -0.81 -0.84 -0.53
G 1.00 0.46 0.23
n -0.92 -0.40 -0.20
μ 0.59 0.92 0.49
σ 0.51 -0.39 -0.28

Table 2: Correlation table for AC=1

dc=0 dc=1 dc=2

p -0.81 -0.84 -0.53
G 0.58 0.90 0.46
n -0.82 -0.77 -0.39
μ 0.29 0.73 0.93
σ 0.42 0.82 0.03

Table 3: Correlation table for AC=2

dc=0 dc=1 dc=2

p -0.81 -0.84 -0.53
G 0.45 1.00 0.59
n -0.65 -0.92 -0.50
μ 0.18 0.44 0.83
σ 0.35 0.83 0.77

therefore not result in a complete overlap with a
complex contagion dynamic. This small discrep-
ancy between a symmetric complexity reduced
network and a directed complex contagion pro-
cess emphasizes the intricacies of dealing with
complex contagion. We would also like to point
out that the giant component G always outper-
forms the correlation with control parameter p.

Additionally, the standard deviation of compo-
nent sizes σ exhibits intriguing behavior in that
all contagion complexities nearly have the same
maximum standard deviation over all p. The
dropping parts after the peaks, in other words
the relaxation part, have very similar form even
if the growing side on the left side of the peaks
shows a substantial change in shape throughout
the different complexities.
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Note that the imposed restrictions of a com-
plex contagion with complexity C = 3 are too
strict to facilitate any spreading given the initial
seed of infected nodes (e.g. as shown in Fig. 3).
In this case, a meaningful correlation analysis is
not possible and corresponding correlation values
are omitted.

4 Summary and Outlook

This paper presents a new method that is able
to reduce a given network to only connections
relevant for a contagion process of certain com-
plexity. The method is applied to increasingly
sparse Moore neighborhood networks and net-
work metrics calculated on the network reduc-
tions are compared to complex contagion simu-
lations. Results show that metrics, such as the
giant component, the mean component size, and
the standard deviation of component sizes, calcu-
lated on the reduced network correlate well with
the complex spreading phenomenon on the orig-
inal network.

For future work, it would be interesting to
apply the complex graph reduction method to
other network types, possibly real network struc-
tures, where scale-free degree distributions, small
worlds, and preferential attachment dictate the
path of a contagion. In this regard, first tests on
real world sample social networks have already
been performed and show promising results.

Additionally, transferring the non-linear oper-
ator to Tensor operations may provide a signif-
icant gain in calculation performance. Another
point to look at is whether the idea of using net-
work reducing operators on the adjacency matrix
is applicable to other contagion processes as well
as global network metrics.
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César A Hidalgo, and Albert-
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Abstract

This paper provides a comprehensive litera-
ture review of data validation techniques for
multi-sensor environments in the context of au-
tonomously driving vehicles (AV). It analyzes ex-
isting methods for detecting anomalies and eval-
uates their applicability, with a focus on under-
standing the strengths and limitations of differ-
ent approaches and their suitability for different
types of data. The review is based on a thor-
ough examination of 36 articles published after
or in 2018, and uses Mayring’s structuring con-
tent analysis technique to analyze the content
and answer six key questions about the valida-
tion cases, types of data, models used, operation
of the models, performance, and real-world appli-
cability of each approach. The goal of the paper
is to advance the field of anomaly detection and
contribute to the safety and efficiency of AV by
presenting an overview of data validation strate-
gies.

1 Introduction

Autonomously driving vehicles (AVs) as a re-
search topic has gained a lot of interest in
recent years [TVS+22][OWJK21]. There are
several research branches that are currently
pushing forward in this regard, e.g., (i) AV
technology [CZX+22], (ii) AV environments
[PČY+16], or (iii) AV communication infrastruc-
ture [VBF+22]. While there is much bottom-up
research on AVs, legislations have also prepared

structures that regulate the use of AVs in specific
countries [Bun21]. These new regulations pose
additional requirements on the development, im-
plementation, and use of AVs, e.g., the require-
ment to audit AV systems, or to guarantee com-
pliance with certain regulations. Regarding the
latter, the trustworthiness of sensor data is an
important aspect that needs to be fulfilled to
guarantee secure AV operation.

To achieve such trustworthiness in sensor data,
the system must be able to detect anomalies re-
liably and quickly [FYP12]. By detecting un-
usual patterns and deviations from expected be-
haviors, autonomous vehicles can identify poten-
tial issues such as obstacles, malfunctions, or in-
correct sensor readings. This helps prevent ac-
cidents, minimize downtime, and enhance over-
all system performance [HZC+22]. The sheer
volume and velocity of data [CCS12] that is,
however, produced by AVs and AV environ-
ments make it necessary to deploy working au-
tonomous models that can assess data trustwor-
thiness without human aid. Human operators
would no longer be capable of manually screen-
ing (i.e., looking over) and assessing (i.e., decid-
ing upon) all the produced data. Working au-
tonomous models, in contrast, are scalable and
can handle both large volumes and high veloci-
ties of data.

As our research shows, there are already many
promising methods for detecting anomalies in
data. This research area is characterized by ap-
proaches in the field of statistical models and
machine learning algorithms. Literature dealing
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with the representation of the operating algo-
rithms is widespread [SWP22]. In many cases,
however, authors lack to elaborate on their over-
all approaches that the algorithms and their
models are embedded into in detail. Therefore,
it is essential to thoroughly evaluate these ap-
proaches and their potential for utilization in the
area of AVs, e.g in terms of potential application
areas, type of validation, usable input data, in-
ternal setup, as well as their produced outputs.
This requires a comprehensive understanding of
each approach. The ability to effectively com-
pare different methods and evaluate their perfor-
mance in various contexts is crucial to advance
the field of anomaly detection in AVs and ensure
the safety and efficiency of these systems. There-
fore, this paper addresses the research question
of how different approaches to data validation
differ and for which use cases they are suit-
able. This will lead to a better understanding of
anomaly detection methods, which will later help
to improve the performance of AVs and increase
their level of safety for passengers and other road
users.

In this paper, we are presenting a literature re-
view on data validation strategies. We have been
doing research on already developed approaches
in this field and have analyzed them according
to various dimensions. We aim to find out how
the approaches to data validation differ and for
which types of data they are suitable for.

2 Methods

We have conducted a thorough literature review.
The search process was based on the approach
proposed by Webster and Watson [WW02].
We started with a keyword search on Google
Scholar. There we looked for various combi-
nations of the search terms sensor, validation,
anomaly, monitoring and time series. We also
used variations of these terms and combined
them with search engine logic (e.g., “[time
series OR ’Time series’] AND [validation

OR anomaly OR monitoring]“). In addition to
that, we have been using the references of the

Figure 1: Number of publications per year

identified articles to conduct a complementing
snowball search. This approach yielded a total
number of 65 articles that were put to an initial
evaluation using only their titles. To guarantee
up-to-dateness we have only considered articles
that were published after or in 2018 for further
analysis, which yielded a corpus of 36 articles
(see Figure 1).

We have been using Mayring’s structuring con-
tent analysis technique [May19], to further ana-
lyze the identified articles. We applied deduc-
tive coding (i.e., coding with a predefined set of
codes) as well as inductive coding (i.e., coding
with codes elicited from the material) to struc-
ture the articles’ content. The coding was con-
ducted by a team of three researchers and was
guided by the following six questions: (i) Which
validation case is supported? (ii) Which kind
of data is supported? (iii) Which kind of ap-
proach has been used? (iv) How is the used
model operated? (v) What is the definition of
faulty data? (vi) What is the model output?
These questions acted as initial codes (deductive
coding) and were refined during the analysis pro-
cess (inductive coding). We have boiled down the
questions to (i), (ii), (iii) and (vi) as part of our
analysis process. To ensure high inter-coder re-
liability, we have been conducting two meetings
where the used codes as well as the intermedi-
ate findings have been discussed. Each meeting
was followed by a re-coding session, where the
taxonomy of codes - that Mayring calls category
system - was refined and unified.
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Table 1: Comparison of validation approaches

Name Sector Validation
Case

Supported
Input

Machine Learning Strategies Supported
Output

[SXJ+21] Self-driving vehicle
monitoring

A geo Extended Kalman filtering with
Gaussian distribution

Faulty score

[CLH21] Wireless sensor
networks

A time series Hypergrid based adaptive detection
of faults method

Binary
classification

[FLS+18] Wireless sensor
networks

A time series Very fast decision trees Binary
classification

[SLS+18] Manufacturing A, B other Classical machine learning methods Quality rating

[BPR+19] Cloud computing C other Deep learning Trust score

[EMAN20] Building monitoring C time series Auto-associative neural network Binary
classification

[CGP+20] Research C json Deep learning Binary
classification

[DB19] Waste water
monitoring

A time series Deep auto encoders combined with
ARIMA and OCSVM

Binary
classification

[VWWKM19] Self-driving vehicle
monitoring

C time series Deep learning combined with
classical machine learning and

Kalman filtering

Binary
classification

[KCC+22] Research A time series Deep learning Trust score

[XWWL21] Research A time series Anomaly transformer Binary
classification

[SLK20] Research A time series Dilated recurrent neural networks Binary
classification

[ZWD+20] Research A, B time series Deep learning Trust score

[MSDA18] Research A time series Deep auto-encoder Binary
classification

[KCD+21] Self-driving vehicle
monitoring

B geo Deep learning Trust score

[BBL+19] High performance
computing

A, B other Deep learning Trust score

[CBM+19] Vehicle movement
analysis

C trajectories Deep learning Binary
classification

[KMPM+20] Self-driving vehicle
monitoring

B time series Internal cross-correlation parameters
with dynamic Bayesian networks

Binary
classification

[WMK20] Vehicle movement
analysis

B geo Model-based signal filtering Binary
classification

[CAFG21] Research A time series Deep learning Trust score

[LXX21] Research A time series Self-supervised deep learning Binary
classification

[Hoo19] Communication
network monitoring

A time series Auto-regressive–moving-average
model

Binary
classification

[SZZ+21] Research A, B time series Hidden Markov model combined with
1D convolutional neural networks

Binary
classification

[WDL+22] Rail transit
monitoring

C time series Long short term memory models Binary
classification

[TPT+22] Manufacturing A, B time series Deep learning Trust score

[LVM+19] Gas turbine
monitoring

B time series Bayesian hierarchical models Fault severity
measurement

[WGW+21] Research B time series Gated recursive units and long shirt
term memory models

Binary
classification

[HSY+22] Research A time series Multiresolution self-supervised
discriminative network

Binary
classification

[JRA+21] Research C time series Deep learning Trust score

[JS22] Research C time series Multi-layer perceptrons Anomaly score

[CZD19] Research A other Progressive ensemble method using
Isolation Forest and Local Outlier

Factor

Binary
classification

[ZSM+18] Research A other Deep auto-encoder combined with a
gaussian mixture model

Binary
classification

[LIPJ21] Research A, B time series Clustering algorithms Binary
classification

[ZLK18] Research B other Adaptive kernel density-based
anomaly detection

Trust score

[CMC18] Research A other Deep learning based one-class neural
network

Binary
classification

[CSHS18] System log monitoring A other Deep convolutional auto-encoder Binary
classification
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3 Results

Our main findings are that most approaches to
anomaly detection are currently experimental
and have, at best, been tested with real-world
data only. There is an ongoing debate on a
unified definition of faulty data, which can be
explained by the fact that the development of
anomaly detection methods has been pushed for-
ward by various different research domains. Our
coding table (see Table 1) gives a good overview
of these research domains, as can be seen in the
Sector column. Many approaches have yet only
been used in research scenarios. However, there
are also applied fields that have great interest
in anomaly detection (e.g., self-driving vehicle
monitoring, or wireless sensor networks). Across
these fields, we can see different approaches to
anomaly detection, but there is a fairly stable
set of algorithms that are used across all domains
[SWP22].

We can see that current work supports three
different Validation Cases, i.e., (i) the validation
of a single stream of data by detecting outliers
and anomalies (validation case A), (ii) the vali-
dation of a single stream of data by comparing
it with a second data stream (validation case B)
and (iii) the validation of a single stream of data
by comparing it with a representative historic
sample (validation case C). Most of the litera-
ture deals with validation case A, followed by
validation case B and C. Articles that deal with
validation case B are also likely to deal with case
A.

As can be seen in the Approach column in Ta-
ble 1, most recent works rely on deep learning
models for anomaly detection. These models are
very flexible with regard to their degrees of free-
dom and can be applied in a supervised as well
as an unsupervised fashion (e.g., auto-encoders).
The challenge with these models, however, is
that their predictions are difficult to trace back
to the input data. This is why they might not
be suitable for applications where explainability
is an important requirement. Still, classical ma-
chine learning approaches are only rarely used
(e.g. LightGBM in outlier detection).

With regard to Machine Learning Strategies,
we can see that both supervised as well as unsu-
pervised approaches are covered by the analyzed
articles. While most works rely on supervised
learning, which requires labeled data that can
be expensive to get, there are also approaches
that work without labels. The latter approaches
are especially promising if the data that is sub-
ject to anomaly detection has never been used
before, wherefore there is not yet a ground truth
of labels that could be used for training.

When looking at the Supported Data column,
we can see that most works on anomaly detection
focus on time series data, with some exceptions.
Here, the second-most present group is the one
focusing on anomaly (also often called outlier)
detection with panel data. These data do not
follow a random walk [Pea05] pattern, wherefore
anomalies cannot be detected by looking at their
time behavior but only by their exposure with
respect to other data points.

Finally, we have examined how distinct ap-
proaches forecast anomalies. As can be seen in
the Supported Output column, most papers use
a classification approach with two classes (nor-
mal/abnormal). Some papers, however, rely on
models that predict an anomaly score. These
models treat their input data in a more fine-
grained way, which can be beneficial. On the
other hand, these models need an additional
threshold value to make normative predictions.

4 Conclusion

In this paper, we have been reporting our find-
ings from a comprehensive literature review of
data validation techniques for multi-sensor envi-
ronments. We have been analyzing 36 articles
that have been published after or in 2018 and
that were dealing with data validation strate-
gies. By providing insights into the various meth-
ods for detecting anomalies in data and their
specific requirements and constraints, the paper
contributes to the development of reliable and
effective methods for detecting anomalies. This
research paper addresses the question of how dif-
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ferent approaches to data validation differ and
for which use cases they are suitable.

Our main findings are that (i) most state-of-
the-art approaches rely on deep learning as it
offers a high degree of freedom with regard to
model performance but comes at the cost of low
explainability; (ii) most approaches use binary
classification to predict anomalies, rather than
using a scoring system; (iii) most approaches
have been evaluated with real-world data but
are still in a research state; (iv) anomaly detec-
tion is mostly used with time series data and (v)
anomaly detection can be done using an unsu-
pervised as well as a supervised strategy.

This study has two main limitations. (i) Only
literature published in 2018 or earlier is consid-
ered. However, the field of anomaly detection has
been a research subject for more than five years.
Approaches and algorithms that became public
before 2018 may also be valid. This would also
increase the current processed validation status
of 36 papers, which would lead to a broader out-
come. (ii) The findings were validated by three
researchers. While conducting the study, classi-
fying the validation cases led to disagreements.
Further researchers as well as a re-coding could
contribute to a better classification.
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Abstract

The development of using sustainable fuels in the
aviation section comes with big challenges. Not
only by making the resources available but also
by using them efficiently and safely. Therefore,
different simulations and analysis of the combus-
tion behavior need to be done, in order to op-
erate these fuels safely and under specific condi-
tions. One indicator, if technical changes need
to be done on the given combustion design, is
the Wobbe index. This index indicates the inter-
changeability of fuel gases, such as natural gas,
and shows if two different gases can operate in
the same system without making further tech-
nical changes. A conventional gas like CH4 has
a higher Wobbe index of 53.28, compared to H2

with 48.23 [Too03]. Therefore, one important
part of a premixed swirl-stabilized flame, is the
swirler design which can improve the outcome
and stability of the flame [KG11]. In this pa-
per, the flow field of different premixing swirler
geometries are discussed and improved by im-
plementing an air swirl for stronger mixing of
the flow, inspired by the design of the MOeBIUS
project [10.22], and less sudden changes of the
change of state. These results will be displayed,
compared and approximated for the use of future
fuels.

1 Introduction

In order to operate different fuels which come
with different conditions, the geometries and

boundary conditions of commercial combustion
need to be modified. The geometry and prop-
erties have to be adapted to increased tempera-
tures and flow rates. High expectations are be-
ing held on hydrogen changing commercial fuel
for reaching a zero emission operation in terms of
CO2. In order to achieve efficient and safe oper-
ation, the flame and burning conditions need to
be analyzed. Several studies [S.M02, Gup97] ad-
dress swirl-stabilized flames and their flow fields,
which can lead to vortex breakdowns or other un-
stable conditions of flame reactions due to pres-
sure losses and negative axial velocities beneath
the flame base tip. In the case of a premix-
ing swirler, a geometry which turns a straight
flow into a spinning/swirling flow, two fluids are
mixed together as fast as possible by giving the
fuel-air mixture a swirl [KG11, MASB09]. This
avoids the flame having an eventual breakdown.
On the other side, an overly increased swirl for
the mixture can cause a rapid expansion at the
entrance of the combustion, which leads to an
adverse axial pressure gradient and a rapid vor-
tex breakdown/flashback [LNO01]. In this study,
three geometries of a swirler are designed and
analyzed, in order to achieve a more stable com-
bustion by changing the amount of swirl flow.
This will result in different temperature, veloc-
ity and pressure distribution which can indicate
the amount of stability for these flows.
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2 Boundary conditions

In order to simulate and compare the created ge-
ometries, standard boundary conditions such as
velocity, wall thickness and temperature condi-
tions are used. In addition to that, a cylindrical
combustion form is specified by the premixer’s
inlet diameter with a ratio of 1:4. The simula-
tions are done with a pure air flow for the swirler
and cylinder inlet. The inlet temperatures have
a difference of 500K (Tab. 2) in order to have a
clearer visibility of the temperature distribution
along the axial flow and also to display experi-
mental examples of a premixer like in the review
from [HY09, Lei78]. For the velocity of the inlet,
the ΔV is based on practical values which are
common for such a dimension of combustion.

In the simulation done by AnsysFluent2022
R2, the Standard k-epsilon turbulence model is
taken for the viscous model which is also the
most commonly used model in computational
fluid dynamics (CFD) to simulate mean flow
characteristics for turbulent flow conditions. The
mesh size has been adapted to the complexity of
the geometry [Hua03]. Since the Flower configu-
ration shows the more complex design along the
walls and the outlet of the swirler, the mesh grid
has to be more accurate to ensure the most ex-
act solutions without expanding the calculation
time to much. Therefore, the number of cells,
faces and nodes has been accommodated to the
outlet of the swirler, which is the most important
area for the analysis.

Table 1: Boundary conditions

Properties Inlet swirler Ambient Air
Geometry

Fluid Air Air
Temperature [K] 800 300
Velocity [m/s] 9 1

With the mesh sizes defining the accuracy of
the calculation, the node and element number
are not chosen constantly over the geometry in
order achieve a higher accuracy of the important
section without high calculation times. The used
meshing method is ’contact sizing’, which meshes

the contact region of bodies in a more detailed
manner. This creates a higher accuracy in out-
flow and wall section. Therefore, the following
properties are defined for each swirler and pre-
sented in table 2.

Table 2: Nodes and meshing elements for all
swirler configurations

Nodes Elements

Reference
Swirler

Ambient Air
Geometry

48098 276809

Swirler
Geometry

17824 16616

4-Star
Swirler

Ambient Air
Geometry

36221 204611

Swirler
Geometry

10368 8959

Flower
Swirler

Ambient Air
Geometry

59532 340943

Swirler
Geometry

7800 6156

Since the method of the meshing is kept the
same for all geometries (contact sizing), the set-
up is the same. Depending on the complexity of
the swirler, more or less nodes and elements are
used. For the ambient air geometry (cylinder),
the amount of elements increases for the flower
geometry, but reduces for the 4-Star geometry
due to contact elements between the two bodies
(swirler and cylinder).

2.1 Mathematics to Shape

The principle ’mathematics to shape’ describes
the idea of creating geometries by using mathe-
matical functions in order to calculate the best
shape for the problem. Therefore, analytical
approaches are used in combination with new
manufacturing procedures such as 3D printing
in order to generate these complex shape solu-
tions [BCBM21]. By starting with the improve-
ment of the reference geometry to higher per-
formance or adjustment to changing conditions,
the wanted solutions need to be clarified. In
case of this study, the new geometries need to
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generate more swirl by keeping the pressure dif-
ference as small as possible. Therefore, vanes to
guide the axial flow need to be implemented with
consideration for the pressure difference, which
has a high impact on the swirler’s performance.
With these geometrical boundaries, the optimum
shape can be generated not only with common
empirical but also with analytical approaches,
which can be used to make the ideal geometrical
solution. Because of today’s manufacturing pro-
cedures (3D printing, laser milling, etc.), these
complex mathematical shapes are able to be pro-
duced and thus provide higher performance so-
lutions [10.18].

2.2 Swirler Geometries

In order to analyze the impact of the premixer’s
geometry to the out-coming flow, three para-
metric configurations are created and compared.
The geometry properties displayed in table 3 are
chosen by a common size of combustion premixer
such as [Lei78] and are kept equally. The stan-

Figure 1: Reference geometry

dard configuration (see Fig. 1) is set as the stan-
dard and reference premixer for the other two ge-
ometries. The outlet of the swirler is 31% smaller
than the inlet, which means a velocity rise is ex-
pected at the end of the outlet.

Table 3: Swirler properties

Inlet Ø Outlet Ø Length
Standard 26 mm 18 mm 40 mm
4-Star 26 mm max. 26 mm 26 mm
Flower 26 mm max. 26 mm 26 mm

An addition to that, table 4 shows the sur-
faces for the in- and outlet of the three config-
urations. For the 4-Star and Flower geometry,
the outlet surface is reduced due to the rotation
of the profile to generate the swirl. Overall, all
surface ratios of all configurations are kept close
together in order to have a real comparison on
the performance.

Table 4: Swirler surface properties

Inlet Surface Outlet Surface
[mm2] [mm2]

Standard 5,3027e-004 2,5287e-004
4-Star 5,3027e-004 2,4375e-004
Flower 5,3027e-004 2,5599e-004

The second configuration is called ’4-Star’
(Fig. 2) because of the 90° rotation from a cylin-
der to a 4-Star shape. The length of the swirler
is kept at 40 mm. The outlet has a maximum
diameter of 26 mm and is kept equally with the
inlet diameter in order to reach the same area as
the inlet. This helps to reduce the pressure dif-
ference and therefore, more stability of the outlet
flow.

Figure 2: Swirler geometry in 4-Star form with
progressive twist

The last configuration ’Flower’ (Fig. 3) contin-
ues with the idea of a four prong outlet but adds
a bigger outlet area and a 180° twist. Therefore
the area of the flow, which produces no swirl,
gets decreased. This area is the axial flow area
which is not guided by the outside swirl and can
directly flow from the inlet to the outlet of the
geometry. In order to reduce this axial area, the
four stars are designed more like a leaf shape
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and turned by 180°. This leaf shape, keeps the
amount of prongs but increases the mass flow.

Figure 3: Swirler geometry in flower form with
constant twist

3 Results and Discussion

The simulation results are generated by Ansys
Fluent. All solutions and values are based on the
exported solution data from the simulation itself.
Therefore, the analytical calculations such as the
pressure difference, k-factor and swirl number
are done with the simulated data.

3.1 Velocity Magnitude

The inlet-velocity of all simulations is kept con-
stant with 9 m/s. When changing geometry pa-
rameters the velocity also changes due to smaller
cross-sections or complex swirler contours. This
means that the outlet velocity is different be-
tween the three configurations. For the refer-
ence geometry (Fig. 4), the inlet velocity rises
up to 21.5 m/s at the swirler outlet and reduces
down to 10.8 m/s by the length of two times the
inlet diameter. In the inner section of the pre-
mixer, no swirl is generated, which means the
reduced outlet diameter causes the velocity rise.
Therefore, a pure axial flow jet occurs [S.M02].
In comparison to that, you see a much higher
velocity rise in the ’4-Star’ configuration (Fig.
5), due to the 4-star shaped prongs and the re-
duction of the inner cross-section at the half of
the premixers length. Here, the flow accelerates
up to a maximum of 53.5 m/s. Only close to
the outlet, the velocity slows down to 35.2 m/s

Figure 4: Velocity magnitude for the cone pre-
mixer geometry

which is caused by the sudden diameter expan-
sion. This also leads to a reduction of the velocity
cone length after the outlet to 1.5 times the pre-
mixers inlet diameter. Therefore, the axial flow,
which is not guided by the vanes, causes a strong
rise of the velocity magnitude. To combine both

Figure 5: Velocity magnitude for the 4-Star pre-
mixer geometry

of the advantages of the two previous geometries,
the ’Flower’ configuration has a reduced mid ax-
ial flow section (Fig. 6) which means that almost
all of the fluid flows through the four flower vanes
and causes a higher swirl. By that, the maximum
velocity is reduced to 30.5 m/s which is almost a
40% reduction compared to the 4-Star geometry.
In addition to that, the velocity cone after the
outlet is shorter and adapts better to the outer
flow, which also means a sudden velocity change
is avoided.
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Figure 6: Velocity magnitude for the flower pre-
mixer geometry

3.2 Swirling Gradient

In the development of a swirler, different flow
characteristics are included. Y. Huang and V.
Yang [HY09] describe one of the most com-
mon and important ones, the vortex breakdown.
This phenomenon is an abrupt change in the
core of the slender vortex and can develop to-
wards the downstream in a so called ’bubble’
or a spiral pattern. Leibovic [Lei78] and oth-
ers [Gup97, LNO01] have reviewed most of the
breakdowns and observed, in this case, the most
interesting one for low swirl numbers. With
small swirl numbers, which are defined as the
ratio of the axial flux of angular momentum to
the axial flux of linear momentum [F.G22], usu-
ally the spiral mode occurs. In this case, the ap-
proximation for the created geometries is within
a swirl number below 0.6 wherefore, a vortex
breakdown is expected.

For the analytical comparison of the swirler,
the swirl number is defined for each configura-
tion. The used integral in polar-form is defined
as [F.G22]:

S =

2
2π∫
0

rmax∫
a

ρuVθr
2drdθ

D
2π∫
0

rmax∫
a

ρu2rdrdθ

(1)

This number describes the characteristics of
the swirl created by the geometries. A swirl num-
ber < 0.6 means, the swirl can be interpreted
as axial flow jet. Lucca-Negro and O’Doherty
[LNO01] have noted, that the recirculating flow
emerges in the swirling annular flow when the

Table 5: Swirl number calculation parameters

Tangential Velocity [m/s] Vθ

Radial Velocity [m/s] r
Axial Velocity [m/s] u
Density [kg/m3] ρ
Maximum Inlet radius [m] rmax

swirl number is higher than 0.6, causing an ad-
verse flow direction, whereas a number of 0.6 or
higher is seen as a tangential flow jet. For the so-
lution of the swirl numbers, the calculation plane
is about 2*D from the swirler outlet, whereas
D represents the swirler inlet diameter. In this
case it is 80 mm from the swirler inlet. Since
the swirler inlet diameter does not change for
the geometries, it is always at the same position.
With defining the section, the simulated values
of the x, y and z velocity with the related coordi-
nation’s are exported and converted into a polar
coordinates in order to use the Swirl Number for-
mula (1). If the tangential velocity vectors face
clockwise, the result of an negative swirl number
will appear due to the rotation direction of the
polar angle. By evaluating the vectors of the ve-
locity in x,y and z direction the mesh size and
boundary conditions are an important factor in
the accuracy of the results. For the standard ge-
ometry, a swirl number of 0 is expected, since
it produces no swirl of the fluid and the tangen-
tial velocity is relatively small compared to the
’Flower’ geometry. In the case of the 4-Star, the
swirl number rises up to 0.0676, which is caused
by the 90° turn of the star outlet. This num-
ber is still significantly smaller compared to the
’Flower’ configuration, which is caused by the in-
ner section of the swirler. This cylindrical section
is still causing a stream without swirl, which pre-
vents the fluid to mix faster with the outer flow.
In the ’Flower’ configuration you can see in Fig.
6, the cylindrical mid section, which causes no
swirl is highly reduced, which therefore causes a
higher tangential velocity. After the revision of
the meaning of the small numbers (Tab. 6), the
value of 0.336 is still below the named 0.6, which
means there is still not much adverse flow direc-
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Table 6: Swirl number results

Standard 0
4-Star 0.068
Flower 0.336

tion. In combination with the dynamic pressure
at the inlet of the swirler, the flower geometry
shows a high swirl with low pressure difference to
the ambient pressure. This also means that this
configuration is not a ful jet flow type anymore,
compared to the other ones. In order to achieve
an even higher swirl than the Flower configu-
ration, the inner cross-section needs to be even
more reduced and the prong number and area
increased, so the fluid can be completely guided
by the swirl. This needs to be combined with
a small pressure difference, which rises when to
much swirl is applied.

3.3 Pressure Distribution

The pressure distribution of a premixing swirler
is one indicator of the stability of the flame. That
means by sudden pressure changes, breakdowns
or instabilities of the flame shape or position can
occur.

Therefore, the simulation shows the pressure
distribution for the three geometries along the
flow and indicates how the swirl can influence
that.

For the reference geometry, small pressure dis-
tributions are expected due the reference geom-
etry. This can be seen by simulation results in
Fig. 7. With the velocity being inversely propor-
tional to the pressure, the pressure rises towards
the smaller outlet and drops within the veloc-
ity cone outside of the swirler. For the 4-Star
configuration, a much higher pressure change is
shown in Fig. 8. With the geometry changing
suddenly after the inlet, the velocity drops and
the pressure rises. This leads to an outlet pres-
sure of 650 Pa, which decreases to 300 Pa at the
end of the pressure cone. That indicates that the
low amount of swirl and the diameter changes
within the geometry cause a sudden pressure rise
and therefore, the possibility of an instability of

Figure 7: Pressure diagram for the standard pre-
mixer geometry

the flow shape. Therefore, sudden area changes

Figure 8: Pressure diagram for the 4-Star pre-
mixer geometry

need to be avoided in order to combine an accu-
rate swirl and a small pressure difference. The
Flower configuration already shows some of these
modifications based on the Fig. 9. The incoming
pressure of around 300 Pa stays almost constant
throughout the boundaries of the geometry, un-
til it drops to 75 Pa at the end of the pressure
cone. This shows that by increasing the vanes
area, less barriers lose velocity and more area
produces enough swirl.

Figure 9: Pressure diagram for the flower pre-
mixer geometry

That also indicates, that it is possible to gen-
erate an stable combustion, combined with a fast
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mixing flow, which can be applied to further
analysis with different fuel compounds.

3.4 Calculated Singular Pressure Loss

As described, the pressure drop caused by the
swirler is also an indicator of efficiency and per-
formance. The velocity inlet with 9 m/s is kept
equal to all geometries. Since the pressure loss is
not linear along the axial core because there is no
wall friction, like in standard pipe calculations,
the assumption of a proportional dynamic pres-
sure for valves and nozzles calculation is made.
That means, the pressure difference is defined by
the dynamic pressure from the inlet of the swirler
to the ambient conditions (300 K, 101325 Pa).

The exported data from the simulations show
the total and static pressure of the inlet. With
the array values from the simulation, the mean
total and static pressure is calculated (Tab. 7).
By computing the dynamic pressure with,

pdyn = ptotal − pstatic (2)

the first approximation of the performance re-
garding the pressure stability can be made.
Therefore, pdyn represents the dynamic pressure,
pstat the static pressure and ptotal the total pres-
sure of the flow.

The reference geometry shows the less pressure
difference of all swirlers. This fits into the ex-
pectation regarding the former simulation results
and experimental reviews as [MASB09]. For the

Table 7: Mean pressure from the exported data
and the calculated dynamic pressure

pstat. [Pa] pdyn. [Pa] ptotal [Pa]
Standard 232.738 49.583 282.320
4-Star 731.424 49.583 786.172
Flower 389.275 59.749 449.023

recirculation zones, which can occur for swirl
numbers smaller than 0.6, significant radial pres-
sure gradients appear at any axial position due to
centrifugal effects. But because there is no cou-
pling between axial and tangential velocity com-

ponents at lower swirl numbers, the axial pres-
sure gradient does not rise significantly and is
therefore not strong enough for axial recircula-
tion. [Gup97]

In order to evaluate the pressure difference the
K-value is calculated (Tab. 8). This value dis-
plays the ratio between the static and dynamic
pressure of the geometry. Based on the fact that
no swirl is applied, the reference geometry should
have the least amount of pressure difference. For
the 4-Star and Flower configuration higher K ra-
tios are expected due to the swirl and changing
area of the outlet. With the exported simula-
tion data from all configurations, the K-value
has been defined and confirms the assumption.
The lowest pressure difference is shown for the
reference geometry. As in former results of the

Table 8: K values

K
Standard 4.694
4-Star 13.359
Flower 6.515

temperature and velocity distribution, the per-
formance of the 4-Star swirler is, also in this
case, the worst of all three configurations. The
K-value is therefore more than three times higher
than the reference geometry, which indicates that
the flow given by the vanes causes a high increase
in pressure in the core. As for the Flower con-
figuration, an unexpectedly low value is shown.
That means, that the high amount of swirl still
causes a low pressure difference. Therefore, by
increasing the size of the outlet area and reduc-
ing the area where no swirl is applied, the pres-
sure difference decreases. Therefore, the singular
pressure loss depends o the geometrical shape of
the swirler, which has been designed by CAD.
In addition, there is no big compressor needed in
order to generate these pressures.

3.5 Temperature Distribution

The Temperature distribution already gives the
first impression of the swirler’s performance. Af-
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ter reviews done by Y. Huang and V. Yang
[HY09], higher swirl numbers cause a faster tem-
perature drop after the outlet, which is due to
the mixing process of the hot and cold fluids.
For the standard configuration, where the swirler
creates no swirl, the hot fluid does not mix as
fast and creates a long, cone-shaped temperature
zone, whereas experimental observations done by
[KG11, LNO01] show swirlers with higher swirl
numbers, create a shorter but wider cone directly
after fluid leaves the outlet of the swirler. This
fits to the displayed solutions in Fig. 4 for the
reference standard swirler. Figure 10 shows

Figure 10: Temperature diagram for the cone
premixer geometry

more temperature distribution compared to the
standard swirler geometry. The maximum fluid
temperature of 800 K decreases earlier in axial
direction which means the hot fluid mixes ear-
lier with the cold air because of its swirl and the
reduction of the axial velocity. This means the
geometry does not only mixes and reduces the
axial velocity, but also has a higher impact on
the pressure loss. For the 4-Star configuration,

Figure 11: Temperature diagram for the 4-Star
premixer geometry

the temperature cone at the end of the swirlers

outlet is shorter, which leads to a temperature
drop, earlier in axial direction (Fig. 11). This
is caused by the velocity drop and a faster mix-
ing of the two fluids. In addition to that, the
temperature drops down to close to 450 K at the
end of the cylinder, which, compared to the ref-
erence configuration, is almost 100 K less. This
still does not lead to a efficient swirler and that
is why more fluid needs to be guided by the swirl
vanes.

Figure 12: Temperature diagram for the flower
premixer geometry

With the Flower geometry, the prong area has
been increased which causes a more swirled flow
and therefore, more temperature distribution. In
figure 12, the temperature section shows the dis-
tribution of the temperature and therefore, the
effectiveness of the swirler itself. More fluid
is guided by the geometry and less flow enters
the swirl cross-section without following the 180°
twist. Therefore, the temperature drops down to
550 K after a length of 1*D behind the outlet.
This already describes the good mixing process
of the swirled hot with the cold bypass flow.

4 Summary and Outlook

Overall this study shows, which modifications for
swirler shapes are effective to generate a stable
and safe premixing flow. The CFD simulation
allows to generate first impressions and results,
which can help to make better technical deci-
sions. Changing the geometry in order to achieve
a faster mixing of the fluids can result in higher
temperatures, velocity distributions and pressure
differences. The swirl can cause the temperature
to drop closer to the swirlers outlet and creates
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a shorter and wider temperature cone right after
the flow leaves the swirler [Gup97]. The numeri-
cal solutions of the swirl number and the k-value
indicate, among others, the effectiveness of the
three configurations. The two created geome-
tries, 4-Star and flower, both show unexpected
results when it comes to the temperature and
pressure distribution. The 4-Star shows the high-
est pressure difference with a minimum amount
of swirl. Compared to that, the Flower geom-
etry shows a good performance when it comes
to the combination of a high swirl number com-
bined with a low pressure difference, and excel-
lent mixing of the fluids. By looking at future
fuel-air mixtures such as hydrogen-air combus-
tion, results from this simulation can be trans-
lated and helpful to understand the flow behav-
ior of swirler. Of course different viscous equa-
tions need to be applied in order to have the cor-
rect mixing boundaries for these two fluids, but
it shows the most important weighting factors.
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Robert Manthey1, Alexander Kühn1, Matthias Vodel1, Christian Roschke1, und Marc Ritter1

1Hochschule Mittweida - University of Applied Sciences, Fakultät Angewandte Computer- und
Biowissenschaften, Technikumpl. 17, 09648 Mittweida, Deutschland

2Hochschule für Technik und Wirtschaft Dresden - University of Applied Sciences, Fakultät
Informatik/Mathematik, Friedrich-List-Platz 1, 01069 Dresden, Deutschland

Zusammenfassung

Dieser Artikel beschreibt, wie mithilfe einer
Spiele-Engine und eines Expertensystem-Tools
eine Software aufgebaut wird, die zur Simula-
tion und Analyse von Straßenverkehrssituatio-
nen verwendet werden kann. Dafür wird eine ver-
kehrsrelevante dreidimensionale Infrastruktur ei-
ner Stadt simuliert, die wechselseitig über Funk-
tionsaufrufe und Datenübergabe mit einem Ex-
pertensystem kommuniziert.

In einer Evaluation mit verschiedenen Pro-
banden wurde die Funktionalität des Experten-
systems und des Simulationssystems begutach-
tet. Diese ergab, dass der gewählte Ansatz hin-
sichtlich Systemarchitektur, Programmierung,
raumzeitlicher und wissensbasierter Modellie-
rung, Nutzerinterface sowie Flexibilität tragfähig
ist. Gleichzeitig traten jedoch auch die Grenzen,
was den Ressourcenbedarf und den Implementie-
rungsaufwand betrifft, zutage.

1 Einleitung

Der Gedanke, Künstliche Intelligenz (KI) für die
Überwachung von Verkehr einzusetzen, bietet
einen guten Lösungsansatz, um Unfälle, Staus
und kritische Situationen vorzubeugen. Heutzu-
tage gibt es schon mehrere Wege, wie der Ver-
kehr mithilfe künstlicher Intelligenz überwacht
werden kann [MMJAG20]. Auch das autonome

Fahren von Autos kann nur mit verschiedenen
KI-Softwaresystemen funktionieren, wobei Soft-
warefehler verhindert werden, aber nicht aus-
zuschließen sind. Da bereits ein einzelner Feh-
ler in diesem Kontext zu erheblichen Folgen
führen kann, ist es ratsam, Tests mit verschie-
denen KI-Modellen durchzuführen, um heraus-
zufinden, welches mit Anforderungen und auf-
tretenden Problemen am besten umgehen kann.
Dafür wird ein Blick auf Expertensysteme ge-
worfen. Diese bilden das Wissen von Fachleu-
ten ab und speichern dieses formalisiert in Re-
geln und Fakten, die daraufhin in Inferenzver-
fahren zur Lösung verschiedener komplexer Pro-
bleme in einem begrenzten Fachgebiet genutzt
werden können. Dadurch könnten sie sich opti-
mal eignen, um das präzise formulierte Wissen
des Straßenverkehrs nachzubilden. In diesem Bei-
trag wird folglich getestet, wie gut ein Experten-
system dafür geeignet ist. Mithilfe der etablier-
ten professionellen Software CLIPS1 (C Langua-
ge Integrated Production System) wurde ein Ex-
pertensystem erstellt und dieses mit Wissen zum
Straßenverkehr gefüllt. Um Daten zum Testen zu
erhalten, wurde sich dazu entschieden, den Ver-
kehr zu simulieren, anstatt reale Verkehrsszenen
zur Datengewinnung zu nutzen. Das erleichtert
das Annotieren der Daten und dadurch auch die
Überprüfung, ob ein Expertensystem für die Ver-
kehrsüberwachung infrage kommen kann. Außer-

1https://clipsrules.net/
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dem ist es möglich, gezielt kritische Situationen
nachzubilden, die im realen Verkehr nur selten
auftreten. Da die grafische Darstellung mithil-
fe von 3D-Modellen und die Möglichkeiten zur
einfachen Erweiterung der Simulation ein wich-
tiger Grundstein der Software sind, wurde die für
Spiele entworfenen Laufzeit- und Entwicklungs-
umgebung Unity2 genutzt, um die 3D-Simulation
des Straßenverkehrs zu erschaffen. Diese umfasst
dabei verschiedenste Teilnehmer des Straßenver-
kehrs und auch weitere Verkehrsobjekte, sodass
ein breites Stadtbild nachgebildet wird. Dadurch
können Fakten über die Position der verschiede-
nen Verkehrsteilnehmer direkt aus der Simula-
tion gewonnen werden. Das Expertensystem ar-
beitet mit diesen Informationen und kann mit-
tels des in ihm gespeicherten Wissens Ergebnis-
se zu den vier Themenbereichen Verhalten, Ver-
stoß, Halten und Unfall liefern. Ein Ergebnis ist
hierbei eine Situation, welche das Expertensys-
tem anhand der Fakten erkannt hat. Darunter
kann zum Beispiel ein Unfall oder ein Rot-Licht-
Verstoß fallen. Ein großer Vorteil ist hierbei die
Flexibilität und Anpassungsfähigkeit, da der Be-
nutzer selbst Verkehrsszenarien erzeugen und so-
mit unterschiedlichste Szenarien simulieren und
auswerten lassen kann. Zudem wird kein Vorwis-
sen im Bereich KI und Expertensysteme voraus-
gesetzt.

Um die Effektivität und Richtigkeit des er-
stellten Systems zu bestimmen, wurde in einer
Evaluation mit Studierenden, wissenschaftlichen
Mitarbeitern und Professoren aus zwei verschie-
denen Hochschulen getestet, ob die vom Ex-
pertensystem generierten Schlussfolgerungen mit
denen der Probanden übereinstimmen. Anhand
dieser Ergebnisse werden am Ende des Papers
die Vor- und Nachteile zur Nutzung von Exper-
tensystemen im Straßenverkehr diskutiert.

Der Rahmen dieser Forschung wurde durch
das Modul

”
Wissenschaft und Wirtschaft“ der

Hochschule Mittweida gelegt. In diesem werden
Gruppen von Studierenden verschiedene weit-
reichende Aufgaben gestellt, die das Entwickeln
eines Programmes beinhalten. Dieser Prozess

2https://unity.com

wird von einer Vielzahl an Betreuern und Sta-
keholdern begleitet und somit professionell un-
terstützt.

2 Verwandte Arbeiten

Das System CLIPS wird für Expertensysteme in
einer Vielzahl von Branchen bereits benutzt und
ist in diesen anerkannt [TWK+16]. In der Medi-
zin wird es z.B. bei der Diagnose verwendet. In
der Forschung von Samhan et. al. wurde ein Ex-
pertensystem erstellt, welches Knieprobleme er-
kennen soll [SAAN21]. Es wurde eine Handyapp
erschaffen, bei welcher die Nutzer Fragen mit Ja
oder Nein beantworten. Aus diesen Antworten
kann das Expertensystem selektieren, welches
Problem das Knie haben könnte. Ein sehr ein-
faches Prinzip, welches jedoch gut funktioniert
und dadurch eine grobe medizinische Prognose
ermöglicht.

Ein anderes Gebiet, in dem Expertensyste-
me benutzt werden, ist die freie Wirtschaft, um
für Touristen einen optimalen Urlaubsort unter
Berücksichtigung zugehöriger Bedürfnisse aufzu-
finden [KS12].

Auch CLIPS wurde bereits in Verkehrsszenari-
en, speziell bei Autobahnen getestet, um Unfälle
zu erkennen und dementsprechend zu handeln
[CH93]. Expertensysteme arbeiten mithilfe von
Künstlicher Intelligenz. In [KKB06] dient sie u.a.
dazu, Unfälle zu erkennen und zu verhindern.

Ein Fall, bei dem eine andere Künstliche In-
telligenz im Straßenverkehr verwendet wurde,
stellt die Arbeit [NHN+22] dar. In dieser wur-
de eine KI erstellt, welche über einen festgeleg-
ten Zeitraum hinweg die Anzahl an Fahrzeugen
oder Passanten zählt. Das generelle Thema der
Verkehrsanalyse ist hierbei sehr ähnlich zu dem
Vorhaben dieser Arbeit, jedoch unterscheidet es
sich hauptsächlich im Bereich der Annotation.
Während in dieser Arbeit Fakten aus einer 3D-
Umgebung entnommen werden, wird in jenem
Projekt ein Video annotiert.

Verkehrssimulationen sind ein wesentlicher Be-
standteil, um Straßenverkehrssituationen zu ana-
lysieren. Beispielsweise kann CBLabs den Ver-

153



Scientific Computing 2023 Verkehrssimulation in Kombination mit einem Expertensystem

kehrsfluss eines Straßennetzes mit bis zu 10.000
Kreuzungen analysieren, und stellt dieses in
einer zweidimensionalen Vogelperspektive dar
[LHL+22]. Es gibt jedoch auch dreidimensionale
Verkehrssimulationen, die sich im Schwerpunkt
auf die Analyse des Verkehrsflusses konzentrie-
ren und ebenfalls mit Unity arbeiten [SQSL22].

3 Systemarchitektur und Im-
plementierung

Systemarchitektur Abbildung 1 zeigt einen
Überblick der Systemarchitektur und stellt dar,
wie die Simulation mit dem Expertensystem ver-
bunden ist.

Abbildung 1: Systemarchitektur

Software Zum Erstellen des Projektes wur-
den mehrere verschiedene Programme genutzt.
Die Spiele-Engine Unity wurde als Laufzeit- und
Entwicklungsumgebung zur Simulation des Ver-
kehrs gewählt, wobei die Programmiersprache

C# mit den IDEs Visual Studio3 und Jetbrain
Rider4 Einsatz fand. CLIPS wurde zum Erstel-
len und Testen des Expertensystems genutzt.
Es wurden fast alle 3D-Modelle der Simulation
mit den 3D-Modelling-Werkzeugen Blender5 und
Maya6 selbstständig erstellt und dann mithilfe
der Software Substaince Painter7 texturiert. 2D-
Assets wurden mit Adobe Photoshop8 erzeugt.
Zur gleichzeitigen und verteilten Nutzung fand
Git9 Verwendung.

Unity Die Unity Engine dient als Entwick-
lungsumgebung, um alles visuelle darstellen zu
können. Wie in Abb. 2 zu sehen, ist ein we-
sentlicher Bestandteil die 3D-Umgebung. Diese
setzt sich aus der Stadt zusammen mit Assets
wie Straßen, Gebäuden, Bäumen und Fahrzeu-
gen. Zum anderen gibt es die Benutzeroberfläche,
die den Anwender durch die Software begleitet.
Hierbei ist anzumerken, dass die gesamte Simu-
lation des Verkehrs selbst implementiert wur-
de. Das gesamte Straßennetz besteht aus mehre-
ren, mit einander verknüpften Wegpunkten, zwi-
schen welchen sich die Verkehrsteilnehmer bewe-
gen können. Zudem bestimmen weitere Skripte
das Verhalten an Kreuzungen.

Neben dem freien Modus, in dem man sich be-
liebig durch die Simulation bewegen kann, gibt
es diverse Szenarien, die ein direktes Ereignis in-
nerhalb der Stadt zeigen, wie u. a. einen Rot-
lichtverstoß oder einen Unfall mit einem Reh.
Die Szenarien sind dabei kategorisiert nach Ver-
halten, Verstoß, Halten und Unfall. Der Anwen-
der kann zusätzlich durch die Benutzeroberfläche
globale, regionale oder objektbezogene manipu-
lative Einstellungen vornehmen. Dies umfasst
die Veränderung von Geschwindigkeit, Wahr-
scheinlichkeit von Auffahrunfällen sowie Rot-
lichtverstößen.

3https://visualstudio.microsoft.com
4https://www.jetbrains.com/de-de/rider/
5https://www.blender.org/
6https://www.autodesk.de/products/maya/overview
7https://www.adobe.com/products/substance3d-

painter.html
8https://www.adobe.com/de/products/photoshop.html
9https://git-scm.com/
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Abbildung 2: Einblick in die Verkehrssimulation

Regelsystem CLIPS ist ein Werkzeug zur
Erstellung von Expertensystemen, welche Re-
geln und Fakten beinhalten, die durch eine In-
ferenzmaschine ausgeführt werden. Ein Fakt re-
präsentiert und speichert spezifische Informa-
tionen innerhalb der Wissensbasis. Mithilfe ei-
nes Templates kann deren Aufbau strukturiert
und genormt werden. Generiertes Wissen wird
in Regeln repräsentiert. Diese arbeiten mit Fak-
ten, wobei immer eine Voraussetzung erfüllt sein
muss, damit die Regel ausgelöst und eine Akti-
on ausgeführt wird. Die Wissensbasis ist der Ort,
wo alle Fakten und Regeln gespeichert werden.

Abbildung 3 zeigt den Aufbau einer Beispielre-
gel zum Erkennen eines Autounfalls. Als Voraus-
setzung muss es zwei Autos mit unterschiedlicher
ID geben. Zudem muss noch gelten, dass sich bei-
de Autos berühren. Dies wird über die mathema-
tische Funktion

”
Collision“ berechnet. Die Ak-

tion wird dann nach dem
”
=>“ beschrieben. In

diesem Fall wird ein neuer Fakt, der die Informa-
tionen des Autounfalls beinhaltet, angelegt. Alle
weiteren Regeln des Projektes sind nach diesem
Schema aufgebaut.

Abbildung 3: Aufbau der Beispielregel Unfall

Zum Zeitpunkt der Evaluation (siehe Ab-
schnitt 4) umfasste das Expertensystem 59 Re-

geln, 56 Templates sowie zwölf Funktionen für
mathematische Berechnungen. Dabei ist die Wis-
sensbasis in die vier Themenbereiche unterteilt.
Jeder dieser Bereiche enthält für sich relevan-
te Regeln und Templates. Zudem gibt es noch
einen Bereich, der allgemein relevante Templa-
tes, wie zum Beispiel für Fahrzeuge oder Ampeln,
enthält.

Fakten und ihre Generierung Damit das
Expertensystem arbeiten kann, muss es viele
Fakten erhalten, die zuvor aus der Simulation ge-
wonnen werden. Jeder Fakt aus dem Simulations-
system besitzt mindestens sechs wichtige Grund-
bausteine. Einmal die Bezeichnung des Faktes
gefolgt von Slots für die ID des Objektes und vier
Punkte zur Positionsbestimmung des Objektes
innerhalb der Simulation. Diese Punkte spannen
ein Rechteck auf, in welchem sich das Objekt be-
findet. In Abb. 4 sieht man ein Beispiel für ein
deftemplate, welches diese Bausteine vorgibt und
aus welchem ein Fakt entsteht.

Weiterhin gibt es zwei Arten von Fakten. Die
statischen Fakten müssen nur einmalig generiert
werden und gehören zu Objektenklassen, wel-
che sich in der Simulation nicht verändern (zum
Beispiel Häuser, Kreuzungen, Ampeln u. v. m.).
Die dynamischen Fakten werden repetitiv und
ständig abgefragt, da sich die Objekte bewegen
oder ihren Status ändern können (zum Beispiel
Fahrzeuge oder Personen).

Abbildung 4: Aufbau eines Faktes aus Unity.
Oben ist das Template zu sehen, unten ein dar-
aus generierter Fakt.

Das Generieren eines Faktes geschieht zur
Laufzeit des Programmes. Im Grunde besitzt
jedes Objekt in der Simulationsumgebung ei-
ne rechteckige Box, von welcher es umrandet
wird (vgl. Abbildung 5). Das Entscheidende sind
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die vier Eckpunkte der Box, die zusammen ein
Rechteck aufspannen. Ein Script in Unity berech-
net dann diese Punkte und schreibt sie sortiert
als Fakt in eine Datei. Bei dynamischen Fakten
findet die Abfrage zum Generieren eines neuen
Faktes sekündlich statt.

Abbildung 5: Visualisierung der Koordinaten aus
Unity anhand der zwei Beispielklassen Auto und
Baum

Ereignistabelle Innerhalb der Simulations-
umgebung kann über eine Schaltfläche eine Ta-
belle geöffnet werden. In dieser werden Infor-
mationen zu jedem Fahrzeug angezeigt. Darüber
hinaus werden auch die Ergebnisse, die das
Expertensystem zuvor zum jeweiligen Fahrzeug
analysiert und erkannt hat, dargestellt. In Abbil-
dung 6 wird beispielsweise gezeigt, dass ein Au-
to mit der Kennung TA-WW99 einen Unfall mit
einen Reh zum Zeitpunkt des elften Frames hat-
te.

Abbildung 6: Einblick auf die Ereignistabelle,
welche in der Verkehrssimulation die gezeigten
Fakten aus dem Expertensystem anzeigt.

Zusammenspiel von Simulation und Ex-
pertensystem Alle Fakten, die die Simulati-
on generiert, werden in einer Datei gespeichert.
Über eine Schaltfläche wird diese nach CLIPS
exportiert. Mithilfe der neuen Fakten und der
vorhandenenWissensbasis leitet CLIPS dann Er-
kenntnisse und Ergebnisse zu den vier verschie-
denen Themenbereichen (siehe Regelsystem) ab.
Diese werden wiederum in eine Textdatei ge-
schrieben, welche von Unity gelesen werden kann.
Mithilfe eines Fakten-Managers werden die neu
inferierten Fakten gespeichert und in der Ereig-
nistabelle angezeigt. In Abbildung 1 wird dieser
Vorgang grafisch dargestellt.

4 Evaluation und Ergebnisse

Damit qualitative Ergebnisse zum Beantworten
der Forschungsfrage erfasst werden können, wur-
de das Expertensystem mitsamt der Simulation
in einer Evaluation beurteilt.

Ablauf und Struktur Die Evaluation war
begleitet durch eine Software-Dokumentation
und Evaluationsanleitung. Die Dokumentation
erklärte die Installation, die Steuerung und al-
le Benutzeroberflächen der Software. In der Eva-
luationsanleitung folgten nach einer kurzen Pro-
jektvorstellung die Aufgaben, die von den Pro-
banden zu bewältigen waren. Als erstes sollte
sich der Proband mit der Software vertraut ma-
chen, indem er sich fünf Minuten frei in der Stadt
umschaut und anfallende Fehler notiert. Darauf-
hin sollte er mit den Werkzeugen der Softwa-
re verschiedene Verkehrsszenarien, zum Beispiel
einen Autounfall oder Stau, herbeiführen. Die
letzte Aufgabe diente zum Überprüfen der Re-
geln des Expertensystems. Dafür sind Szenen in
Unity eingebunden, die der Proband auswählen
kann. Eines dieser Testszenarien beschreibt bei-
spielsweise, dass ein Fahrzeug an einer Tankstelle
anhält und im Anschluss weiterfährt. Der Pro-
band soll dabei testen, ob er und das Experten-
system zur gleichen Zeit die gleichen Ereignisse
erkennen.
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Durchführung An der Durchführung der
Evaluation waren Angehörige aus zwei verschie-
denen Hochschulen beteiligt. Sie erfolgte in zwei
Sitzungen. Die erste Sitzung wurde mit den
Professoren und wissenschaftlichen Mitarbeitern
durchgeführt, die zweite mit Studierenden. Für
die Evaluation wurde sich in Zoom getroffen.
Nach Vorstellung des Projektes bekamen die
Probanden die Dokumentation und Evaluations-
anleitung sowie auch einen ausführbaren Pro-
totypen der Software übermittelt und sollten
selbstständig die Aufgaben bewältigen. Für Un-
klarheiten sollte zuerst in die Dokumentation ge-
schaut werden, wobei Rückfragen jederzeit ge-
stellt werden durften.

Ergebnisse Abbildung 7 zeigt die Evaluation
der pragmatischen und hedonischen Qualität der
Software mittels AttrakDiff10 im Sinne der DIN
EN ISO 9241-11 [DIN18].

Abbildung 7: Matrix mit der durchschnittlichen
Ausprägung von PQ und HQ des AttrakDiff Fra-
gebogens - In blau die Ausprägung der Professo-
ren und wissenschaftlichen Mitarbeiter - In vio-
lett die Ausprägung der Studenten

10https://www.attrakdiff.de/

Sowohl die pragmatische Qualität, welche die
Benutzbarkeit der Software beschreibt, als auch
die hedonische Qualität, die widerspiegelt, wie
stark sich der Nutzer mit der Software identifi-
ziert, liegen im neutralen Bereich. Daraus lässt
sich schlussfolgern, dass noch einige Anpassun-
gen an der Software vorzunehmen sind, um eine
optimale User Experience zu erzielen.

Zum Testen des Expertensystems sollten die
Probanden bestimmte Ereignisse erkennen und
dokumentieren, ob und wann das Expertensys-
tem diese auch erkennt. In Abbildung 8 wird ge-
zeigt, welche Differenzwerte dabei zwischen den
Probanden und dem Expertensystem entstanden
sind. Die Differenz wird dabei in Sekunden dar-
gestellt.

Abbildung 8: Evaluationsergebnis des Experten-
systems. Auf der y-Achse werden die verschie-
denen Szenen dargestellt. Die X-Achse gibt den
Differenzwert zwischen Proband und CLIPS in
Sekunden an.

Es ist deutlich zu erkennen, dass das Ex-
pertensystem meistens die Ereignisse erkennt.
Kleinere Abweichungen können auf menschli-
che Ungenauigkeit oder individuelle Definitionen
zurückgeführt werden. Bspw. erkennt Proband A
das Tanken erst eine Sekunde später als Proband
B, da er entweder unaufmerksam war oder für
sich anders definiert hat, wann ein Auto tankt.

Es sind aber auch gravierende Abweichungen
zu erkennen, die eindeutig auf eine Ungenauig-
keit der Software hinweisen. Dabei kann ausge-
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schlossen werden, dass die Regeln fehlerhaft sind.
Unter gleichen Bedingungen wird eine Regel im-
mer ausgeführt. Bei der Regel Auto tankt ist die
Bedingung beispielsweise Auto hält in Tankstel-
le. Da diese Regel bei mehreren Probanden er-
kannt wurde, ist ihre funktionale Richtigkeit da-
mit bewiesen. Das Nicht-Erkennen der Regel ist
dadurch auf Fehler in der Simulation, der Gene-
rierung der Fakten oder den Schnittstellen inner-
halb der Software zu schließen.

Diskussion Anhand der Ergebnisse und
der Simulationsumgebung wird gezeigt, dass
ein Expertensystem verschiedene Ereignisse
des Straßenverkehrs erkennen und analysieren
kann, wodurch es sich grundlegend zur Ver-
kehrsüberwachung eignet. Das Wichtigste hierfür
ist eine funktionierende und ausgereifte Wissens-
basis, die in vielen Iteration getestet und ausge-
bessert wird. So wurde ein Programm entwickelt,
das Verkehrssituationen virtuell testen und ana-
lysieren kann, wobei keine realen Fahrzeuge zu
Schaden kommen müssen. Es können somit kriti-
sche Verkehrssituationen ohne Risiken für Leben
und Materialien nachgestellt und analysiert wer-
den. Das Expertensystem ist dabei aber auf den
eigenen Regelsatz und die vorhandenen Fakten
limitiert. Deswegen muss durchgehend sicherge-
stellt sein, dass es alle generierten Fakten be-
sitzt. Das Fehlen eines einzelnen Faktes führt da-
zu, dass Regeln nicht ausgelöst werden. Zudem
kann es keine Ereignisse erkennen, welche zuvor
nicht durch Fakten und Regeln definiert wurden.
Daraus folgt, dass jede Regel gründlich getestet
werden muss, um eine funktionierende Wissens-
basis zu gewährleisten. Gleichzeitig ist es aber
auch möglich, neue Regeln hinzuzufügen, ohne
Gefahr zu laufen, das schon etablierte und ge-
testete Verhalten negativ zu beeinflussen oder
gar einzubüßen. Diese Kombination aus festen
bereits wohlstrukturierten Bestandteilen und fle-
xiblen noch unvollständigen Ergänzungen macht
wesentlich den Wert des insgesamt wissensbasier-
ten Ansatzes aus. Ähnliche Aussagen lassen sich
über die Definition von Wissen auf unterschied-
lichen Abstraktionsniveaus treffen, woraus sich
interessante Aufgabenstellungen für die Zukunft
ableiten lassen.

5 Zusammenfassung und Aus-
blick

Mit dieser Arbeit sollte die Frage beantwor-
tet werden, ob sich Expertensysteme zur Ver-
kehrsüberwachung eignen. Diese Feststellung
könnte helfen, den Freiraum für Fehler beim
Analysieren des Verkehrs durch Künstliche In-
telligenz zu verringern.

Dafür wurde mithilfe von CLIPS im klei-
nen Umfang ein Expertensystem geschaffen,
das Fakten aus einer in Unity erstellten 3D-
Verkehrsumgebung enthält. Dadurch können kri-
tische Verkehrssituationen ohne Risiken auf
menschliche oder materielle Schäden nachge-
stellt, simuliert, aber auch ausgewertet und ana-
lysiert werden. In einer Evaluation wurde die
Software getestet. Das Ergebnis lieferte eine Ant-
wort auf unsere Kernfrage: Ja, Expertensysteme
eignen sich grundlegend zur Verkehrsanalyse.

Jedoch ist hierbei Folgendes zu beachten: Der
Umfang der Software spiegelt nur einen klei-
nen Teil des eigentlichen Straßenverkehrs wider.
Es gibt zudem eine Verzögerung innerhalb der
Schnittstelle des Expertensystems zum Simula-
tionssystem von 1-2 Sekunden, was den Rahmen
der Echtzeitfähigkeit der aktuellen Software vor-
gibt. Zudem hat diese jederzeit Zugriff auf alle
Daten der Simulation, was sich nicht zwingend
in allen Fällen auf ein System im realen Straßen-
verkehr abbilden lässt. Trotz dieser Tatsachen ist
nicht außer Acht zu lassen, dass sich Experten-
systeme bereits in anderen Bereichen wie der Me-
dizin etabliert haben. Dieses Paper soll motivie-
ren, weitere Forschungen in diesem Teilbereich
der KI und den möglichen Nutzen im Straßenver-
kehr anzuregen. So könnten Expertensysteme in
naher Zukunft dazu dienen, Verkehrsteilnehmer
auszubilden oder den Straßenverkehr zu analy-
sieren und zu überwachen.

Für die weitere Entwicklung könnte der Re-
gelsatz von CLIPS sowie die 3D-Umgebung der
Software weiter ausgebaut werden, um mehr rea-
le und komplexere Verkehrssituationen abzude-
cken. Eine andere Möglichkeit wäre, ein Baukas-
tensystem zu implementieren, das dem Nutzer
erlaubt, selbst Straßensysteme aufzubauen. Da-
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durch könnte der Nutzer gezielt Szenarien zum
Analysieren erstellen.Eine ebenfalls interessante
Erweiterung wäre die Schaffung eines interakti-
ven grafikbasierten Regel-Editors zur Arbeit mit
der Wissensbasis direkt im 3D-Kontext der An-
wendung.
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Abstract

The turbulent jet ignition concept using
prechambers is a promising solution to achieve
stable combustion at lean conditions in large gas
engines, leading to high efficiency at low emission
levels. Due to the wide range of design and op-
erating parameters for large gas engine precham-
bers, the preferred method for evaluating dif-
ferent designs is computational fluid dynamics
(CFD), as testing in test bed measurement cam-
paigns is time-consuming and expensive. How-
ever, the significant computational time required
for detailed CFD simulations due to the complex-
ity of solving the underlying physics also limits
its applicability. In optimization settings sim-
ilar to the present case, i.e., where the evalu-
ation of the objective function(s) is computa-
tionally costly, Bayesian optimization has largely
replaced classical design-of-experiment. Thus,
the present study deals with the computation-
ally efficient Bayesian optimization of large gas
engine prechambers design using CFD simula-
tion. Reynolds-averaged-Navier-Stokes simula-
tions are used to determine the target values as
a function of the selected prechamber design pa-
rameters. The results indicate that the chosen
strategy is effective to find a prechamber design
that achieves the desired target values.

1 Introduction

Internal combustion engines (ICE) will continue
to play an important role in the generation of en-
ergy and the transportation of goods. The high
energy density of the used fuels in combination
with the robust and reliable technology, the ICE
will still be the first choice for applications in
which pure electrified systems make little sense
as it is the case for the shipping of goods. Fur-
thermore, ICE will be a key part for future en-
ergy management by the reconversion of chemi-
cal energy storage media such as hydrogen into
electricity or to ensure grid stability which is in-
duced by the increasing use of alternative energy
sources such as wind and solar energy [GBV+19].
Hence, the research on increasing engine efficien-
cies under the fulfilment of stringent emission
legislation will continue regardless of whether
classical carbon-based or alternative carbon-free
fuels are used. In the case of spark ignited (SI)
engines, a common approach is the operation
under lean conditions which increases the en-
gine efficiency by increasing the specific heat ca-
pacity of the working fluid, reducing heat losses
through the cylinder walls, and reducing pump-
ing losses in part load operation [ZALY22]. How-
ever, the operation at lean conditions comes with
the drawback of unstable combustion and thus,
high cyclic fluctuations that can even lead to mis-
firing cycles. The enhancement of the ignition
energy by increasing the performance of the ig-
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nition system helps to overcome these issues. A
well-established concept to increase the ignition
efficiency of lean mixture SI engines is the turbu-
lent jet ignition (TJI) by the use of a separate,
small (compared to the main combustion cham-
ber) volume known as prechamber. The mixture
is ignited by the spark plug in the prechamber
and the flame propagates through the volume
increasing the pressure and force hot products
and active radicals to flow into the main com-
bustion chamber via overflow bores. Thus, the
ignition of the mixture in the main combustion
chamber is induced at multiple locations due to
the penetrating turbulent jets coming from the
prechamber. However, the design of a precham-
ber and the choice of the appropriate operating
conditions to achieve a highly efficient TJI sys-
tem in combination with the main combustion
chamber is not straightforward due to the large
number of parameters and thus degrees of free-
dom. Therefore, experimental investigations as
shown by Roethlisberger and Favrat [RF03] or
Novella et al. [NPGS+20] are complex as well as
cost intense and thus limit the number of design
variants that can be tested. To decrease the ex-
perimental effort, the state-of-the-art procedure
is to apply numerical simulation, i.e. compu-
tational fluid dynamics (CFD), to increase the
number of design and operation parameter vari-
ants by virtual testing and to achieve a compre-
hensive view on the physical effects which mea-
surements are not able to provide.

Various studies regarding the application of
CFD to evaluate prechamber efficiencies and re-
lated values can be found in literature. Bena-
jes et al. [BNGS+20] investigated the scavenging
and turbulence distributions of several precham-
ber designs under ultra-lean conditions. The re-
sults of the study indicate that the reduction of
the laminar flame speed due to the ultra-lean
conditions significantly decreases the quality of
the turbulent jets exiting the prechamber. Silva
et al. [SSH+20] carried out CFD combustion sim-
ulations to investigate the influence of several de-
sign parameters on the engine combustion char-
acteristics. The authors stated that the diame-
ter of the overflow bores impacts the peak pres-

sure and the residence time of the main charge in
the prechamber. Furthermore, the results show a
large influence of the neck diameter on the pres-
sure increase in the prechamber as well es the
aforementioned residual time. Related works can
be found in Feng et al. [FZQ+18], Winter et al.
[WSP+20], or Zhang et al. [ZYE+20]. In ad-
dition to common CFD simulation, data-driven
approaches and machine learning (ML) concepts
are increasingly finding their way into the de-
sign optimization of ICE components to facilitate
the discovery of appropriate prechamber config-
urations. Ge et al. [GBY+21] compared differ-
ent ML models to develop a surrogate model
which represents combustion CFD simulations.
The trained model is further used in a genetic
algorithm to find an optimum prechamber de-
sign. To decrease the number of required CFD
simulations, a Bayesian updating optimization
method was applied. In a similar study, Silva
et al. [SMB+22] compared design of experiments
(DOE) optimization with different ML surrogate
models and combinations of optimization tech-
niques via a so-called automated super-learner
framework. The results indicate that the pro-
posed method performance is superior compared
to the classical DOE approach. Although these
studies use ML surrogate models for the opti-
mization process, the training of the models re-
quires a certain number of combustion CFD sim-
ulations which are computationally expensive.
To overcome this issue, Posch et al. [PWZ+21]
presented a method to use condensed CFD sim-
ulations to train ML models, which are able to
predict trends in the prechamber performance,
thus helping to reduce the computational effort.
Following the aforementioned studies of Ge et
al. [GBY+21] and Silva et al. [SMB+22], the
present study deals with the optimization of a
prechamber design by the use of CFD and appro-
priate optimization techniques. A Bayesian opti-
mization (BO) algorithm based on Gaussian pro-
cesses is applied which is initialized by a DOE-
based CFD data set. To reduce the computa-
tional effort, the CFD simulation only covers
the range from bottom dead center until igni-
tion timing (IT) rather than the entire cycle.
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Figure 1: Base prechamber design and the three
input parameters

This simplification can be justified as follows: (i)
The present study focuses solely on the precham-
ber behaviour and thus gas exchange through
the valves in the prechamber is neglected. (ii)
Since the flow field around the spark plug at
IT has a significant influence on the flame ker-
nel development [GKK+19, GG21, PGO+22] and
furthermore on the combustion in the pre- and
main chamber, the optimization process focuses
on the turbulent kinetic energy and velocity mag-
nitude around the spark plug at IT. The results
show that the proposed method is able to find a
prechamber design that covers three design pa-
rameters and that fulfills the target values in
terms of maximum turbulent kinetic energy by
considering a certain maximum velocity magni-
tude around the spark plug. Figure 1 shows the
base prechamber design with the three input pa-
rameters for the optimization process.

2 Methodology

2.1 Engine specification

The engine considered here was adapted from an
existing engine. The main chamber was simpli-
fied to a perfect cylinder, and the prechamber
had variable geometrical sizes as described later.

The simplified engine had a bore of 190mm, a
stroke of 220mm, a displaced volume of about
6.2L and a speed of 1500 rpm. No valves or gas
exchange were modelled. Thus, the time of inter-
est for this study covered the engine cycle rang-
ing from bottom dead centre at 540CAD until
ignition timing at 695CAD.

2.2 CFD setup

The Reynolds-averaged Navier-Stokes (RANS)
CFD simulations were performed with Open-
FOAM (version from November 2022 [Opea]
from The OpenFOAM Foundation [Opeb]).
Meshing was done with snappyHexMesh. The
grid size was 4mm in the cylinder, 0.25mm in
the prechamber and 0.125mm in the prechamber
bores and near the spark plug, leading to approx-
imately 1 mio cells. Turbulence was modelled by
the RANS k-ω SST two-equation model. Initial
temperature and pressure were set to 400K and
3 bar, respectively. The time step was adapted
to keep the Courant number below 2. The
PISO algorithm with three correctors was used
for pressure-velocity coupling. Additionally, two
non-orthogonal correctors were used to improve
convergence of the pressure prediction. Fur-
thermore, second-order bounded discretization
schemes were used for gradient and divergence,
whereas a first-order implicit time discretization
was used. Since the maximum observed speeds
exceed a Mach number of 0.3, the transonic op-
tion was set for all simulations. Mesh move-
ment was done with the standard OpenFOAM
layered engine approach. Mass conservation was
monitored by integration of the density over the
volume, to check if the total mass of the closed
volume remains constant, which indeed was the
case for all simulations. A more detailed de-
scription of the simulation setup can be found
in [GPP22]. For the evaluation of the quanti-
ties near the spark plug, all cells within a sphere
with radius of 0.5mm just outside of the spark
plug gap were monitored. The relevant simu-
lation output, namely the turbulence intensity
measured by the volume-average value of k and
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velocity magnitude |v⃗| are both evaluated inside
this sphere.

2.3 Optimization strategy

Three geometrical parameters of the precham-
ber were adjusted in this study to find the opti-
mal shape: the diameter of the prechamber bot-
tle (dbottle), the diameter of the overflow bores
(dbore), and the height of the prechamber neck
(hneck). The optimization ranges were chosen as
dbottle ∈ [8, 12], dbore ∈ [0.75, 1.15] and hneck ∈
[15, 20].

From the perspective of optimization,
and summarizing the geometrical pa-
rameters of the prechamber in the tuple
x = (dbottle, dbore, hneck), the aim is to find a set
of solutions to

max
x

k(x) s.t. |v⃗(x)| ≤ 25. (1)

In BO [Fra18], both the objective k and the con-
straint |v⃗| are considered as black box functions
that are expensive to evaluate, and that are thus
approximated by surrogates. The most common
surrogate models are Gaussian processes [RW06].
Given a dataset D = {(xi, k(xi), |v⃗(xi)|)} of dif-
ferent simulated settings, the Gaussian process
models yield (Gaussian) distributions k̂ and |ˆ⃗v|
for the target k and the constraint |v⃗| for ev-
ery possible parameterization x. If x is close to
a point xi in the dataset D, then the distribu-
tion of, e.g., k̂(x) has a mean close to k(xi) and
a small variance, whereas if x is far from every
point in D, the variance of k̂(x) will be large —
there is high epistemic uncertainty. During opti-
mization, BO relies on these probabilistic mod-
els k̂(x) and |ˆ⃗v(x)| to determine (using acqui-
sition functions, see [Fra18]) candidate geome-
tries x• that improve upon all geometries in D
in the sense of (1). The thus proposed candi-
date geometries are then evaluated using CFD
simulations, and consequently yield a new tuple
(x•, k(x•), |v⃗(x•)|). This tuple is included in D,
and the probabilistic models k̂(x) and |ˆ⃗v(x)| are
updated. This optimization loop is iterated un-
til either a predetermined number of iterations

is exceeded or until the utility of the solution is
satisfactory.
To address the optimization problem (1), we

select x• via the expected constrained improve-
ment [GKX+14]. Specifically, if xj is the geome-

try in D that maximizes k̂(x) = k(x), then x• is
chosen as an optimizer of

max
x

E
(
1(|ˆ⃗v(x)| ≤ 25) ·max{0, k̂(x)− k(xj)}

)
= max

x
PF (x) · EI(x) (2)

where first factor is the probability that the
candidate x is feasible (i.e., that |ˆ⃗v(x)| ≤ 25)
and where the second factor is the standard ex-
pected improvement (w.r.t. k). Furthermore, to
exploit the fact that CFD simulations can be
run in parallel, batch (or parallel) BO was used,
which responds with a set of q candidate solu-
tions {x•

1, . . . ,x
•
q}, cf. [Fra18, eq. (14)]

In this work, BO was implemented us-
ing BoTorch [BKJ+20], a Python library that
contains functionality for constrained, multi-
objective, and batch BO. Specifically, both k̂
and |ˆ⃗v| are modeled as Gaussian processes with
a fixed noise standard deviation of 0.005 and a
Matern kernel with optimized hyperparameters.
For optimal functionality of the BO, the three
geometry parameters x are scaled to the closed
unit interval [0, 1] and the objectives are scaled to
unit variance (k and |v⃗|) and zero mean (only k).
The expected constrained improvement was eval-
uated using Monte Carlo sampling, with 1024
samples. The batch size was set to five.
A DOE study was performed with ten samples

to create the initial data for three consecutive BO
iterations based on latin hypercube formulation.
The optimum value found by the DOE study was
k = 160.38 (see Table 1).

3 Results

The results for the optimum values found by the
DOE initialization and three consecutive BO it-
erations can be found in Table 1. While the
first BO iteration shows considerable improve-
ment (k = 246.46) compared to the DOE initial-
ization, the second BO iteration was not able to
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further increase the objective within the follow-
ing five candidate positions (k = 244.56). The
third and final BO iteration again yields a new
optimum value (k = 263.16) while still fulfilling
the constraint (|v⃗| = 22.53).

Figure 2 illustrates the progress of BO over
the three iterations. Given that after the
third iteration the optimal value in D is x⋆ =
(d⋆bottle, d

⋆
bore, h

⋆
neck), the three columns show the

mean function of k̂(x) and its standard deviation
for two of the dimensions of x fixed to x⋆, respec-
tively. One can see that by including more train-
ing data, the surrogate k̂ becomes more and more

structured and that, especially w.r.t. dbottle, the
epistemic uncertainty reduces. The working of
BO is best illustrated in the third and fourth
rows of the figure: Figure 2c depicts the surro-
gate model k̂ trained on 20 data points. The ver-
tical dashed lines indicate the candidate position
x• that maximizes the acquisition function (2).
It can be seen that the candidate position lies at
a local optimum of the mean of k̂ for dbore, with
a value close to 180. Running CFD simulations
with the thus suggested geometry parameters x•

yields a value of k(x•) exceeding 250. Figure 2d
then shows the surrogate k̂ after including x•

(and the remaining four geometries of the batch)

(a) DOE Initialization (10 data points)

(b) First BO Iteration (15 data points)

(c) Second BO Iteration (20 data points)

(d) Third BO Iteration (25 data points)

Figure 2: Progress of three consecutive BO iterations. The three columns show the mean function of 
k̂(x) and its standard deviation for two of the dimensions of x fixed to x⋆, respectively

5
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Table 1: Optimum values found by the DOE ini-
tialization (10 data points) and three consecutive
BO iterations (5 data points per iteration).

k |v⃗| dbottle dbore hneck

DoE Init. 160.38 17.93 10.20 0.89 18.75
1st BO It. 246.46 22.70 10.02 0.88 18.26
2nd BO It. 244.56 22.11 9.90 0.88 18.18
3rd BO It. 263.16 22.53 11.81 0.88 19.74

in the training data D. It can be seen that train-
ing was successful in the sense that the x• = x⋆

now lies on the mean curve of k̂ and that the
epistemic uncertainty at this position is small.

Despite the fact that BO is a global optimiza-
tion method, we have observed in our experi-
ments that most candidate geometries were sug-
gested in the vicinity of optima of the surrogate
function. In other words, BO exploited knowl-
edge about the currently best geometry rather
than exploring geometries that have not been
simulated so far. Upon inspection of Figure 2,
one can see that the target k(x) varies substan-
tially with the bore diameter; with only few
training data, this variation cannot be captured
in the surrogate k̂(x). (Indeed, the surrogate k̂
in Figure 2c underestimated the value of the k at
the candidate position indicated with the dashed
lines, as can be seen by the star in Figure 2d.)
This is aggravated by the fact that the kernel
parameters are optimized based on D and, thus,
may not be optimal for the black box functions
k and |v⃗|. Indeed, as the center image in Fig-
ure 2c suggests, the automatic hyperparameter
optimization may have terminated with a ker-
nel width that is too large to capture the varia-
tion of k with the bore diameter (especially when
compared with the corresponding images in Fig-
ure 2b and 2d, respectively). A manual setting
of these hyperparameters, however, is not possi-
ble since the functions k and |v⃗| are unknown a
priori.

Figure 3 shows the determined k-field in the
cross section of the prechamber which allows
a detailed analysis of the BO design param-
eter optimization results. While Figure 3a
and Figure 3b represent an unfavourable and a

(a) (b) (c)

Figure 3: Turbulence intensity k-field in the
prechamber cross section of one unfavourable de-
sign combination from the initial set (a), the best
design combination of the initial set (b) and the
final BO predicted design

favourable solution of the initial DOE set, re-
spectively, Figure 3c shows the final resulting pa-
rameter combination found by the BO. It can be
clearly observed, that the formation of a vortex
in the prechamber is promoted by the appropri-
ate combination of the chosen design parameters.
Since the mass flowing from the main chamber
into the prechamber is mainly influenced by the
piston movement, a smaller value of dbore re-
sults in higher overflow velocity and consequently
higher turbulence velocities in the prechamber
for the predefined parameter range. It should be
mentioned at this point that this effect is not un-
limited since the reduction of the overflow area
can lead to choking effects. The combination a
small dbore value and high values of dbottle as well
as hneck leads to a well-developed vortex with
maximum values of k in the vicinity of the spark
plug.

4 Summary and Outlook

In the present study, a combination of CFD and
BO was applied to optimize the design of a large
bore gas engine prechamber. Three design pa-
rameter namely the diameter of the prechamber
bottle, the diameter of the overflow bores and the
height of the prechamber neck were chosen as in-
put parameters. The target of the optimization
process was maximizing the turbulence intensity
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k under a velocity magnitude constraint in the
vicinity of the spark plug. After the initializa-
tion of the system via ten DOE-based samples,
three BO steps were carried out. The analysis of
the BO indicate that both the strong variability
of k with the bore diameter and the effects of au-
tomatic hyperparameter optimization appear to
slow down BO. One may therefore assume that
substantially more iterations are required for BO
to enter the exploration phase and, consequently,
suggest geometry parameters distinct from the
current optima. An option to speed up BO is
to chose acquisition functions that permit influ-
encing the trade-off between exploration and ex-
ploitation, such as the upper confidence bound.
Future work shall be devoted to investigate these
alternatives. Furthermore, additional investiga-
tions regarding the complexity of the physical
system and its sensitivity to design parameter
changes will be performed in order to increase
the input and output parameter space.
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Abstract

In the framework of two consecutive Bachelor’s
theses [EH21], [DF20], an autonomously driving
model car based on a Smart Video Car Kit for
the Raspberry Pi was developed, which is able to
use a camera and artificial intelligence based on
neural networks to keep track on a road prede-
termined with adhesive strips, and to detect and
react to objects on it.

In a subsequent Bachelor’s thesis [HP22], partial
results of this previous work were adapted to the
application in real road traffic, and supplemented
by additional system capabilities. For this pur-
pose, a stereo camera with an integrated iner-
tial measurement unit and a global navigation
satellite system (GNSS) receiver were deployed.
For the training of the artificial neural network,
large amounts of images were collected with the
stereo camera during real driving emission tests
on the road, which served as data set for an
object detection and recognition model. This
data set was continuously optimized and com-
plemented by publicly accessable databases pro-
vided by universities, original equipment man-
ufacturers, and road safety authorities. In the
end, a model was developed within the YOLOv5
deep learning environment, which is able to de-
tect traffic signs, traffic lights, vehicles, people
and obstacles. Due to the enormous computa-
tional effort for the creation of the model, ad-
ditional computing power of Google Colab PRO
was utilized.

Furthermore, a lane detection model is under
development. Lane line detection is currently
the most fundamental step in lane line devia-
tion warning systems, and higher levels of vehi-
cle autonomy. For this purpose, a series of image
preprocessing techniques and the sliding window
algorithm are utilized to identify and track the
lane line. For safety reasons, an emergency brak-
ing assistant was implemented that makes use of
both stereoscopic distance detection and object
detection.

The software also comprises a navigation system,
based on a GNSS receiver and the Google Maps
interface, which determines the position of the
vehicle relative to the database of roads and dis-
plays the current position of the vehicle. In ad-
dition, a destination relative to the database of
roads can be selected and the navigation system
guides the vehicle to the selected destination.

In this paper, the theoretical background, the
approach to the problem and the current state
of this work in progress are presented and dis-
cussed.

1 Introduction

The first self-sufficient and truly autonomous
cars appeared in the 1980s with Carnegie Mellon
University’s Autonomous Land Vehicle project
[W+85] and the European Eureka Prometheus
Project (for an overview see, e.g., [Dic02]). Due
to the enormous complexity of this task, almost
three decades passed before this technology be-
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gan to flow into widespread application. Nowa-
days, autonomous vehicles are expected to rev-
olutionize the future of transportation and trav-
elling and are becoming increasingly important
in vehicle development. The rapid increase in
driver assistance systems, up to the development
of fully autonomous vehicles does not only re-
quire a reorientation in industry (the automo-
tive industry alone would not be able to achieve
autonomous driving without support and com-
puting power of Big Tech companies), but also
necessary adaptations of the curricula in auto-
motive engineering degree programs. In order
to get started with this topic on undergraduate
level education, it was decided to develop au-
tonomous driving from scratch. The aim of this
project is to build up knowledge in the field of
autonomous driving in order to subsequently an-
chor this topic in education. For this purpose,
an attempt was made to break down the com-
plex task into sub-packages and to process them
within the framework of Bachelor’s theses. It
started with the development of a lane detection
and object recognition software, based on ma-
chine learning, for a model car [DF20], [DF21].
In a further development step, distance and po-
sition sensors were integrated and a navigation
system, based on a GNSS receiver, was imple-
mented [EH21], [EH22]. The results of this work
are currently being incorporated into two further
Bachelor’s theses, in which the lane and object
recognition software is being extended so that a
real road vehicle can be controlled and operated
with it.

This paper presents the self-programmed soft-
ware for lane and object recognition, as well as
driver assistance systems for an autonomously
driving road vehicle, based on image analysis us-
ing artificial intelligence [HP22]. In the following
sections, the essential modules of this software
and the underlying mathematical models are de-
scribed.

2 Object and Lane Detection

2.1 Object Detection

Neural networks are used in the majority of au-
tonomous vehicles to detect and classify objects
and pass them on to subsystems. All detected
objects belong with a certain probability to one
or more of the previously defined classes. In this
work there are 63 of such classes. Most of the
time, detected objects have certain probabilities
in several classes. Depending on the selected
threshold, one object, several objects or no ob-
ject is considered to be detected. This threshold
is in many cases in the range of 70% to 90%,
but must be considered critically depending on
the application. Especially in road traffic, for
example, a higher threshold is assumed. In this
work, an existing neural network developed by
Ultralytics, i.e., YOLO in version 5, was used
[A+16]. Furthermore, a new model was trained
using a custom data set. This neural network
can be used in different sizes, from Nano to XL,
which find different applications, such as Nano
on microcomputers and XL in applications with-
out time limit. In this work, the model ran in
Medium on a Nvidia Geforce RTX graphics card,
reaching between 6 to 12 frames per second. The
dataset used was built in several iterations. In
the first step, 1 500 photos were taken during a
real driving situation in an urban environment.

To train a neural network, the data set, in this
case the captured images, is first divided into
training data and validation data. The training
data represents 80% of the data, the validation
data 20%. After each epoch, the weights and
biases of the neural network layers are adjusted
based on the results of the training data set. The
mean-average-precision (mAP) of the neural net-
work is then calculated from the validation data.
The mAP provides information on whether and
how accurately the model identifies and classi-
fies an object. For more information about the
training procedures, see [HP22].
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After a the first model was trained, it became
clear that a much larger amount of data had to
be used to generate a working network. However,
with this knowledge, photos were collected in fur-
ther test runs, leaving 4 500 photos for training
after sorting. All photos that were not suitable
for training, such as blurry or overexposed pho-
tos, were sorted out. In Fig. 1 a sample of the
data set can be seen.

Figure 1: Sample photo of the dataset

A conspicuous behavior was detected when ob-
jects in the dataset were too small. Here, either
unmarked objects were detected or marked ob-
jects were not detected. For this purpose, a pro-
gram was utilized to erase the information of all
labeled objects below a critical size and to paint
over this area with a gray color. An example can
be seen in Fig. 2.

Figure 2: Deleted traffic sign

To further improve the results, the next step
was to start manipulating these 4 500 photos to
provide as much information as possible with just
a few photos. For this purpose, the real photos
were used as base photos and in the first step
all existing marked traffic signs as well as traf-

fic lights were cut out of these photos and clas-
sified. After at least 10 different objects were
found for each class, they were cropped and aug-
mented. During augmentation, the photo is ran-
domly rotated, cropped, contrast and brightness
are changed, and artifacts are added. Since all
the photos were taken on bright days at mid-
day, this step increases the variation of the im-
ages. This is important so that the neural net-
work learns with as many situations as possible.
An example of an augmented object can be seen
in Fig. 3.

Figure 3: Augmented traffic sign

To put these objects back into the photos, a
program was written which runs as follows: The
base photos are duplicated with the help of the
augmentation. In the next step one of these pho-
tos is selected as well as a cropped object. This
new object is loaded into the photo and randomly
positioned. Afterwards it is checked if the new
object obscures an existing object in the photo.
If this is not the case, this new object is added
to the object label file of the photo. This process
runs in a loop until 1 300 objects of the classes
Traffic Signs and Traffic Lights are contained in
the data set, respectively. Additionally, to ex-
tend the classes with more obstacles, vehicles and
people, freely available datasets were added. An
example of this new dataset can be seen in Fig. 4.
Fig. 5 shows a diagram representing the set of ob-
jects in the dataset. The resulting dataset con-
tains 51 classes for traffic signs and traffic lights,
and 12 classes for people, obstacles, and vehi-
cles. It consists of 15 000 photos with a total of
170 000 labeled objects. A new detection model
was trained on this dataset for 150 epochs. Dur-
ing this phase of data collection, models were
trained in parallel to find training parameters for
more effective model training.
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Figure 4: Example of an extended dataset

Figure 5: Amount of labeled objects in the
dataset

A total of 40 models were trained and after ap-
proximately 1 000 hours of model training, the
best training parameters were selected to train
the model with the final dataset. This dataset
was tested with a new test set and reached an
mAP-0.5 of over 90%, as depicted in Fig. 6. This
result corresponds to the previously mentioned
necessary safety in the automotive field. How-
ever, the result was only achieved with images
that were recorded during the day in sunshine or
slightly cloudy weather. Unfortunately, no vali-
dation of the result was performed in real driving
situations or non-ideal conditions, such as rain or
fog. Finally, the output data of the object detec-
tion is transferred to the distance calculation.

Figure 6: Result of trained detection model

This result corresponds to the previously men-
tioned necessary safety in the automotive field.
However, the result was only achieved with im-
ages that were recorded during the day in sun-
shine or slightly cloudy weather. Unfortunately,
no validation of the result was performed in real
driving situations or non-ideal conditions, such
as rain or fog. Finally, the output data of the
object detection is transferred to the distance
calculation.

2.2 Lane Detection

In order for a vehicle to stay in lane, a lane de-
tection system is indispensable. The lane de-
tection software of this project is based on an
open source code, provided by the Australian
roboticist Addison Sears-Collins [SC]. The soft-
ware can detect white and yellow lane markings,
and calculates the radii of their curvature. This
method is carried out in a continuous loop and
always works according to the same pattern. The
process starts as soon as an image is passed on
to the lane detection module. Then, various fil-
ters and functions are used to isolate the pos-
sible lanes in the image from interfering factors.
For example, a function checks whether the value
of the image channel of a pixel is above a cer-
tain threshold. If the value of this pixel is above
the threshold, the color code white is assigned
to it. Pixels whose image channel is below the
threshold are declared as black. Afterwards, the
two largest accumulations of white pixels in the
image are searched for. For each accumulation,
a polynomial function, which represents the de-
tected lane, is calculated and displayed on the
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image. Finally, from these polynomials, i.e. the
lanes, the radius of curvature is calculated. The
driveable area, hence, the area between the de-
tected lanes, is then displayed in the graphical
user interface - see Fig. 7.

Figure 7: Lane detection: detected lanes are dis-
played in green

3 Distance to Objects Estima-
tion

Although distance estimation is less important
as object detection, it is useful in some cases, es-
pecially in emergency situations. Often, the dis-
tance to objects is detected with time-of-flight
sensors, lidar or ultrasound. In our work, the
stereo camera for the object detection is also used
for distance estimation. The ZED 2i stereo cam-
era is equipped with two lenses and associated
sensors with a base distance of 12 cm. Accord-
ing to the manufacturer it is possible to measure
distances up to 40m with these cameras [Ste22].
Furthermore, this camera has a pre-trained neu-
ral network that can recognize and segment peo-
ple. This data can be used to generate skele-
ton tracking. For the application in this work,
these features were deactivated and the neu-
ral network specified for object recognition was
used. To measure distance using the stereo cam-
era the following three redundant systems are
used: A stereoscopic measurement with object
detection, a stereoscopic measurement without
object detection, and a trigonometric measure-
ment with object detection. Stereoscopic mea-
surements have been carried out using the depth
map. A depth map is generated with the base

distance of the two camera sensors. This map
consists of many points in a three-dimensional
space, each of which is located at a calculated
distance from the camera. This function is pro-
vided by the ZED manufacturer. An example
depth map with 3D data representation is de-
picted in Fig. 8.

Figure 8: Depth map for stereoscopic measure-
ments

To further validate the accuracy of the mea-
surement, a defined test procedure was used to
check the deviation. The test procedure ran as
follows: An object was positioned at a defined
distance and compared with the calculated dis-
tance from the system. Both resolutions which
were also used in the object detection, VGA and
720p, were examined.

From these test measurements, the percentage
deviation relative to the real distance was calcu-
lated. The diagram for the range from 1m to
40m can be seen in Fig. 9. The stereoscopic dis-
tance calculation without object detection runs
only via the depth map and detects an unde-
fined object which is at a critical distance. If
such an object is detected, a warning is issued in
the GUI and passed to the assistant systems. Fi-
nally, the third system uses the knowledge about
an object, for example the standardized size of
a traffic sign, and the knowledge about the cam-
era sensor and the lens to calculate a distance
to the object using the lens equation. This was
also validated with the test procedure. The re-
sult can be seen in Fig. 10. In the range of 4m
to 40m a deviation below 20% was achieved. In
the next step, the two systems which work with
object detection were compared. An 18% devi-
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ation in the range of 2m to 30m is depicted in
Fig. 11. Based on this finding, the critical dis-
tance for a warning, or emergency braking, is set
to below 2m in the software. This warning is also
transferred to the emergency braking assistant.
In the range below 10m, the stereoscopic calcu-
lation with object detection is in the GUI, for
larger distances the results of the trigonometric
calculations are provided. Both systems run in
parallel, are compared in the background and in
case of a deviation of more than 20% a warning
is displayed in the GUI.

Figure 9: Percentage deviations of the calculated
trigonometric distance (depth map)

Figure 10: Percentage deviations of the trigono-
metric distance (object detection)

Figure 11: Percentage deviations of trigonomet-
ric to stereoscopic to real distance at 720p

4 Assistance Systems

4.1 Autonomous Emergency Braking
System

Many safety systems are needed in self-driving
applications, such as a braking assistant. For
this project, an emergency braking assistant
and a system for foresighted braking were pro-
grammed. The dynamic data for the system
comes partly from the object detection as well as
from the distance detection. Static information
about the vehicle is entered beforehand. With
the help of distance detection, a relative speed
can be calculated. The acceleration can be re-
quested from the stereo camera’s internal sen-
sors. A velocity can be calculated via the GNSS.
From the static data a maximum possible decel-
eration is calculated. Firstly, the system com-
pares the relative speed and the theoretical time
until contact with the object with the maximum
possible deceleration. From this, a proportional
braking command can be calculated to bring the
vehicle to the same speed as the object with a
safe distance between them. The data is shown
in the GUI. If the distance measurement gives
a warning for emergency braking, the braking
command is overwritten and set to 100%. At
this stage of the development the braking assis-
tance system cannot distinguish between its own
lane and the oncoming lane. Furthermore, the
system has not been checked for accuracy and
errors.

4.2 Traffic Signal Assistance System

The traffic sign and traffic light detection sys-
tems are also part of the assistance systems.
When one of the 51 different traffic objects is
detected, it is assigned to either the traffic sign
or traffic light system. The first processes the
traffic signs as defined by the law. For example,
a vehicle must be stopped at a stop sign or an
end of speed sign can override a speed sign. Ad-
ditionally, the rotation of the sign is checked to
see if it is also facing the camera. All active signs
are displayed in the GUI as pictograms. An ex-
ample can be seen in Fig. 12. The second subsys-
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tem deals with the traffic lights and determines
if the vehicle has to be brought to a stop before
it reaches the light and which light is relevant
for the own vehicle. While the color of the traffic
light is easy to distinguish, there are difficulties
with the position of the traffic light. The prob-
lem lies here in the situations with several traffic
lights as well as different kinds of traffic lights.
With regard to horizontal and/or vertical traffic
lights, these can be easily processed. But if the
situation is extended to sidewalks and overhead
traffic lights, there is a problem due to the dis-
tance to the center of the lane. Here, a correction
to the center of the lane must be calculated using
the lens equation. Due to the known distance to
the traffic light and the defined focal length of
the wide-angle lens, a correction to the center
of the road strip can be calculated by means of
trigonometric laws.

4.3 Navigation System

For the navigation system a GNSS receiver ob-
tains the current location via satellites. The Nav-
ilock NL- 8002U GNSS mouse was selected for
this purpose [Nav14]. With this device, the coor-
dinates of the current location are obtained and
then transmitted via a serial interface to the end
device, in this case a laptop. For the navigation
the APIs of the Google Maps Platform were used
[Pla]. Thus, functions and services of Google
Maps, for instance the route planning, can be
integrated into the program. The process be-
hind the satellite navigation is as follows: First,
a destination has to be entered in the graphi-
cal user interface. After this, the Google Maps
Places API searches for the coordinates of the
entered address by using the Autocomplete func-
tion. Then, the current location, given in lati-
tudes and longitudes, is queried via the GNSS
mouse and passed on to an API. With this data,
the API creates a route between the current loca-
tion and the desired address. Additionally, navi-
gational information including the route descrip-
tions, the duration, the maneuvers and the dis-
tance of the individual route segments as well as
the distance and the duration of the entire trip

are output. The current location of the vehicle is
then constantly compared with the coordinates
of the route segments. If the coordinates of the
vehicle’s location match the coordinates of the
end point of a route section, a maneuver - for
example, turn right - is initiated. Then the cy-
cle repeats until the end address is reached. The
route description in the static map of the route,
see Fig. 12, are simultaneously displayed in the
GUI.

Figure 12: GUI of the autonomous driving soft-
ware

5 Summary

For the autonomous driving software, a data
set was created to construct an object detection
model. This data set was continuously optimized
and updated. In the end, a model was developed
that is capable of detecting traffic signs, traffic
lights, vehicles, people and obstacles. Only traf-
fic signs relevant to the vehicle – i.e., signs that
are not too inclined or signs that are in their own
lane – are taken into account. This model was in-
tegrated into the subsequently programmed soft-
ware, so that the aforementioned objects can be
detected by means of the stereo camera and dis-
played. In addition to the visual output, the
camera generates sensor data – like acceleration,
position, orientation, temperature, and pressure
– which can be read out and displayed. Further-
more, a lane detection software was programmed
to detect and filter lanes relevant for the vehicle.
To ensure a redundant distance detection, the
values of two depth detection calculations were
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compared and read out. In addition, an emer-
gency braking assistant was programmed to sim-
ulate braking if the vehicle approaches an object
too quickly. The functionality has been tested
under simulated as well as real-world conditions
in different environments. The software also con-
tains a navigation system, which determines the
directions from the current location to the se-
lectable destination and displays them on a map.
Finally, a graphical user interface was created,
which provides and displays the detected objects
and driving lanes, the sensor data, the navigation
system and the data of the brake assistant. The
results of this work serve as the basis for two fur-
ther Bachelor’s theses, which are currently being
carried out, in which the track and object recog-
nition is to be applied in a real road vehicle.
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Abstract

An important application of traffic models is to
understand the origin of emissions and optimise
traffic systems to be more sustainable. How-
ever, many models focus on car traffic and re-
quire the amount of car traffic from an external
source. This has a huge disadvantage: Choos-
ing not to use a private car for a trip has the
biggest potential to reduce emissions, yet mode
choice is a blind spot of most models. In this
paper, we explore the possibility of using trained
decision trees to simulate mode choice in a way
that is easy to include in existing models. We
investigate the performance of this approach for
different types of traffic and conclude that this
method, while possible for all traffic models,
works best for microscopic agent-based traffic
models. The trained decision trees used for this
study are openly available to be used by other
researchers or other interested parties.

1 Introduction

In order to combat climate change, reducing
global CO2 emissions is paramount. Currently
there is no sector in which the emissions re-
duce fast enough in order to reach the climate
goal of keeping global warming below 2 degrees
and in may sectors, the emissions even increase
[OP+17, SAC+21, LGX19]. In the transport sec-
tor, however, we even observe the fastest growth
[WG19]. This makes evident, that this sec-
tor is in dire need of significant innovation and
improvement and not just minor adjustments

to technological solutions or transport systems
[EYYG20, ZFDH18, Sol19].

An important tool to generate knowledge re-
garding transportation systems and resulting
emissions is the use of traffic models. There are
many different ways of designing a traffic model,
ranging from microscopic car-following model
like SUMO [LBBW+18] or VISSIM [FV10], over
mesoscopic solutions [HJF18], to macroscopic
models [HHST01]. While these models are ca-
pable of predicting the routes each car takes and
based on those trajectories can calculate result-
ing emissions, they are focused on the use of pri-
vate cars. Recently, more and more emphasis is
put on mobility models in order to find solutions
to the problem of increasing traffic emissions. In
contrast to traffic models, they also incorporate
the choice of mode and the choice of whether to
even make a trip or not. Especially for questions
related to sustainability, this makes sense: While
green light optimal speed advisory systems can
save up to 11.5% of emissions [EHG13] or us-
ing a green wave might lead to 5% less emissions
[BJ21], choosing active mobility or CO2-neutral
public transport options effectively reduces the
emissions to zero.

A significant downside of mobility models is
that they are more difficult to implement. Tra-
ditional traffic models need to find shortest paths
between two points and include technical details
about cars, engines and the transport system.
These challenges can become complicated, but
in principle it is clear how to solve them, since
methods from engineering or network science can
be used. For mobility models, the situation is
much more complex: Especially mode choice is
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difficult to model, since it depends on many dif-
ferent factors, that can be different for each per-
son and there is no simple theory that can ex-
plain it.

This problem is not unique to mobility science:
In any field where human decision making plays
a role, predicting those decisions is paramount,
yet traditional agent-based models that rely on
a fixed set of rules, quickly reach their limits. A
recent solution to this kind of problem is to re-
place the rules by neural networks [Jäg19, Jäg21,
JR22] and let a machine learning algorithm take
care of the decision making process. In partic-
ular for mode choice problems there are many
examples where machine learning was used suc-
cessfully [TXZ15, ZYZW16, GSDG+21, LLP13].
In this regard, training a decision tree [NAPS11]
has been established as the dominant method.

Thus, using machine learning, an (agent-
based) traffic model could in principle be ex-
panded to a mobility model, by adding a trained
decision tree that handles the mode choice of the
agents. However, depending on the used model,
the availability of information, in machine learn-
ing terms the features of an agent or trip, varies
drastically. While a microscopic model has in-
formation about the trip reason for each person,
a macroscopic model might not. For the knowl-
edge about the closest public transport hub a
spatial model is required. In general, each model
will have access to different features and it is not
clear how well suited this set of features will be,
for it to be useful for predicting mode choice.

This study will explore the idea of transform-
ing a traffic model into a mobility model by use
of machine learning. Furthermore it will inves-
tigate different sets of features (available to dif-
ferent types of models) and show how good the
resulting predictions are. The trained decision
trees for each set of features and a script that can
calculate mode choice probabilities according to
them is available as open source software and can
be used to augment any traffic or mobility model.
(See https://github.com/georgjaeger/mcp)

The paper is organised as follows: Section 2
will shortly introduce the idea of solving classi-
fication problems using machine learning. After

that, the process of training the decision trees
for mode choice is explained in more detail. In
Section 3 we will use the trained decision trees to
predict the mode choice of people and compare
to the actual results. Section 4 concludes by dis-
cussing the general merit of this approach and
how well it is suited to which kind of models.

2 Methods

The problem of mode choice is a typical exam-
ple of a classification problem [BNN+00, MS57].
The goal here is to classify a given trip into
categories representing the mode of transport,
e.g. bike or public transport. This decision is
based on certain information about the trip, the
so-called features, e.g. the length of the trip
or the age of the person performing the trip.
Various types of machine learning are capable
of solving such classification problems, like hid-
den layer neural networks [QLL+16, HCB00],
support vector machines [DL10, SV99, LM01,
XGW13, BP12], or nearest neighbors classifica-
tion [CH67, WS09]. For the problem of mode
choice, however, decision trees [SY15, BPKR14]
are the most commonly used algorithm.

A decision tree is an optimized set of true/false
questions relating to the features that enables us
to find the most likely class for any set of infor-
mation. There are many algorithms of finding
such an optimal set of decision sets [PARS13] and
in this study we use the implementation provided
by the Python package SciKit Learn [PVG+11].

Figure 1 shows part of an decision tree used
to predict mode choice. Based on the answer of
the question in the first layer (in this example:
Is the length of the trip shorter than a certain
threshold?) different follow up questions occur.
With each answered question, the algorithm de-
termines the probability of each category.
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Figure 1: Part of a decision tree used to predict mode choice

For the problem at hand we will use the fol-
lowing categories:

• foot

• bike

• public transport

• passenger

• car driver

There are different feature sets we will inves-
tigate, but they all come from the same data
source. We use data from an Austrian mobility
survey called Österreich Unterwegs [THS+16].
In this survey, more than 18000 respondents de-
scribed their mobility routines (distances, rea-
sons, means of transport, . . . ) in a standardized
way. This provides enough information to train
a decision tree. However, not all reported infor-
mation should be used, since we only want to use
information that is available in the traffic model
in question. This of course depends on the type
of traffic model, so we will investigate three dif-
ferent sets of features, each tailored to be used
in one type of traffic model.

Feature set Mini is a minimalist feature set
that only includes three features, namely the
length of the trip, the area the trip is performed

in and the reason of the trip. Thus it can be used
in most traffic models.

Feature set Macro is designed for macro-
scopic traffic models. The focus here is data
that could be gathered from map data or inferred
from other statistics about a certain region (e.g.
employment rate etc.).

Feature set Micro uses the most features
and is intended for microscopic models that can
resolve individual people. In addition to all fea-
tures used by Macro it also includes details like
car availability.

Table 1 shows all features and which feature
set uses them.

Table 1: Available features and their utilisation
in the three compared feature sets

Mini Macro Micro

trip length X X X
area X X X
age X X

economic situation X X
job X X

distance to public transport X X
trip reason X X

car availability X
gender X
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This is the meaning of each feature presented
in Table 1:

Trip length: The length of the trip categorized
into the bins using the following bin limits: 0.5
km, 1 km, 2.5 km, 5 km, 10 km, 20 km, 50 km.

Area: The area type, in which the trip takes
place. We separate into large cities (> 1 mil-
lion inhabitants), cities (> 100 000 inhabitants),
central areas, and peripheral areas.

Age: The age of the person making the trip,
using the following categories: 6-14 years, 15-19
year, 20-24 years, 25-34 years, 35-44 years, 45-54
years, 55-64 years and ≤ 65 years.

Economic situation: The economic situation
of the household categorized as very bad, bad,
average, good, or very good.

Job: Information about whether the person
making the trip is currently employed or not.
The used categories are pupil, employed, retired
and unemployed/other.

Distance to public transport: The distance
to the closest station of any kind of public trans-
port, measured in minutes by foot. Categories
are ≤ 5, 6-15, 16-30, 31-60, 61-120, and ≥ 121

Trip reason: The main reason for the trip.
Used categories are: Commute to work, business,
school/education, taking somebody somewhere,
shopping, private activity, other leisure, private
meeting and other reason.

Car availability: The availability of a car for
that person. It can either be always, sometimes
or never.

Gender: The gender of the person taking the
trip.

All three feature sets are then used individu-
ally to train a decision tree for mode choice. The
results of these predictions are shown in the fol-
lowing section.

3 Results

In order to test the accuracy of the predictions,
we will use two test groups. The first test group

is picked by selecting random entries from the
database in a way that produces a sample that
is representative of the whole data set. This is
called the Representative Group. However, in
this case a representative sample is not the best
choice for evaluation. Even the most basic sta-
tistical method would perform well in predicting
the mode choice of a representative group, since
it would be sufficient to know the distribution of
modes over the whole data set. For this reason, a
second test group is needed, the so-called Homo-
geneous Group. Here, the data base entries are
selected from a certain sub-group that has mobil-
ity behaviour that is different from the average.
In this example, we use female inhabitants of a
large city between 20 and 24 years, however, any
subgroup could be used for this analysis. A well
trained decision tree should be able to predict
these decisions correctly.

The plots of this section show how well the
predictions of the decision tree match the real
mode choices. This information is presented in
the following way: A bar plot shows the relative
share of each mode: foot (green), bike (green-
yellow), public transport (turquoise), passenger
(yellow) and car driver (red). The left half of
the bar (lighter shade) shows the real choices re-
ported in the survey. The right half of the bar
(darker shade) shows the predictions by the de-
cision tree. This means that for a perfect fit,
the colors of the left and right halves of the bar
should change at the same time. In order to gain
more insight, such bars were generated for each
trip length class, since the mode shares are very
dependent on this feature.

As a benchmark, Figure 2 shows the results of
a decision tree that does not use a whole feature
set, but rather only the feature trip length as
sole basis for the choice. Thus, most of the pre-
dictions of individual trips will be wrong. How-
ever, as mentioned above, when making predic-
tions about the Representative Group, these er-
rors will average out and the overall shares of
the trips will be more or less correct. This is
visible on the left panel of Figure 2. The right
panel, reporting on the results for the Homoge-
neous Group gives us more information: Here we
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Figure 2: Just using the trip distance only works on average, but fails to predict the decisions of the
Homogeneous Group

see that most of the predictions fail: Car use is
overestimated, while public transport and active
mobility is underestimated. Thus we conclude,
that using just the trip length as a basis for mode
choice gives an incomplete picture.

Next we will investigate the feature sets de-
scribed above and see how the predictions im-
prove. Results for the Representative Group are
omitted, since they always show a perfect fit.
The predictions for the Homogeneous Group us-
ing the feature set Mini, Macro and Micro are
given in Figure 3.

The feature set Mini adds the area and the
trip reason and thus significantly improves the
prediction for the Homogeneous Group. It is still
rather inaccurate, but public transport becomes
more relevant, while car use decreases.

Even more information is provided in the fea-
ture set Macro. In the middle panel of Figure 3
we see that the predictions become significantly
more accurate. For most distance classes the dif-
ferences between prediction and real decision are
below 5%. Especially the sum of driver and pas-
senger (red and yellow, the top two segments),
as well as the sum of foot and bike (green and
green-yellow, the bottom two segments) fit well.

Using microscopic information further en-
hances this result, as shown in the right panel
of Figure 3. Except for small deviations, even
the Homogeneous Group is accurately depicted.

4 Discussion

In this study we investigated the possibility of us-
ing Machine Learning to transform traffic mod-
els into mobility models. We found that using
a trained decision tree to perform the decision
which mode of transport is suitable for a given
trip is a simple way of including mode choice in
already existing models.

However, the choice of which features to use
for training and prediction is not a simple task.
Mainly it depends on which information is avail-
able. We investigated three different sets of fea-
tures: A minimalist approach, a set suitable for
macroscopic models and a set that can be used
by microscopic models. We found that the pre-
dictions for a representative group were correct
in all examples if one aggregates on the whole
group. Individual decisions, however, might be
predicted incorrectly.

To gain more insight we also tested the trained
decision trees on a more homogeneous group.
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Figure 3: Prediction results of the feature set Mini (left), Macro (middle) and Micro (right)

This task is more difficult for a decision tree,
since it cannot simply rely on global averages and
probabilities, but must accurately judge each trip
based on the available information. While the
feature set Mini offered just minor improvements
to the benchmark, in which we only used global
probabilities based on the trip length, the new
information provided by the feature set Macro
drastically enhanced this result. The order of
magnitude of the resulting error is in line with
usual errors in most traffic models, which means
that such an expansion could be used without
drastically loosing accuracy. The best result was
obtained for the feature set Micro. Here, the in-
accuracies are minimal and show great potential
to augment an existing traffic model in a simple
way.

This brings us to the following conclusion: The
suitability of trained decision trees to predict
mode choice for traffic models heavily depends
on the model that is used and its purpose. If one
is mainly interested in the overall probabilities
of each mode given its length, every feature set
would work. However, for the set Mini it seems
that individual trips are not predicted correctly
and it offers little benefit over just using statisti-
cal probabilities. If one is interested in individual
choices, the feature set Macro already provides
satisfying results (see middle panel of Figure 3)
and only uses information that is available on a
macroscopic scale. However, if microscopic infor-
mation about individual trips or people is avail-

able, the feature set Micro can be used, further
enhancing the predictions (see right panel of Fig-
ure 3).

The trained decision trees used for this
analysis (Mini, Macro and Micro) are avail-
able via https://github.com/georgjaeger/

mcp, together with an example script that shows
how they are used. They are licensed under an
MIT license and thus can be used by anyone to
augment existing models or perform other stud-
ies.

Including mode choice in traffic models is an
important step towards a more holistic under-
standing of our transport systems, which is nec-
essary in order to solve the major problems that
are caused or amplified by transportation. This
study provides a simple way to do so and can
thus hopefully contribute to a more complete
picture of our traffic systems and mobility be-
haviour.

References

[BJ21] Elisabeth Bloder and Georg Jäger.
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Abstract

Time series based regression forecasts arise in nu-
merous practical applications and are frequently
solved by using machine learning. Our concrete
problem is situated in the brewing industry. The
goal is to perform an accurate sales forecast for
specific customers and products. For this rea-
son, two prominent machine learning modeling
approaches (i.e., Deep Learning and Gradient
Boosting) are systematically compared in order
to determine the better performing one. Ad-
ditionally, the impact of individual predictors
is investigated by testing different combinations
of input features. The results show that Deep
Learning outperforms Gradient Boosting on our
real-world data set. Furthermore, the best per-
forming predictions make use of similar feature
combinations.

1 Introduction

Accurate sales forecasts significantly facilitate
a variety of planning activities for companies
[BSB+19, PAA+22], including, but certainly not
limited to, logistics decisions, shift schedules and
pricing strategies [HA18]. Despite the impor-
tance of this topic, conducted sales forecasts
often prove to be inaccurate and error-prone
due to lacking data quality, manual calcula-
tions or inappropriately chosen modeling tech-
niques [LOE00]. Machine learning methods have
shown to provide efficient and robust sales fore-

casts using a variety of different techniques [see,
e.g., VPSOMS+22, Pav19]. The goal of this
work is to systematically compare two partic-
ular state of the art machine learning methods
in the context of sales forecasting, namely Deep
Learning [GBC18] with long short-term memory
(LSTM) [HS97] or Gated Recurring Unit (GRU)
[CGCB14] cells and Gradient Boosting using xg-
boost [CG16].

One particular challenge in dealing with real-
world time series data is the fact that subse-
quent observations are by no means indepen-
dent. An appropriately chosen machine learn-
ing method needs to be able to accurately rep-
resent and learn the underlying trend structure
to perform forecasts. Deep Learning methods
with recurrent layers, also referred to as re-
current neural networks (RNNs), are a promi-
nent choice in this context, as the recurrent na-
ture is designed to handle sequences of data
[Smy20, ZL17]. Gradient Boosting is considered
a prominent alternative to Deep Learning [see,
e.g., Wan19, CGCdS20].

To demonstrate and compare model perfor-
mance in terms of forecast accuracy, we ap-
ply these two methods to real-world data pro-
vided by an Austrian brewery. Besides compar-
ing those different modeling techniques and the
corresponding hyperparameters, multiple differ-
ent feature combinations are used to find not
only the optimal modeling approach, but also
the ideal input parameters. The results of our
research show, that RNNs generally outperform
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gradient-boosted trees with respect to forecast
accuracy. The optimal predictors depend on the
customer and also differ from product to product
as each customer-product combination has ded-
icated models, but the ideal input parameters
show similarities across all models.

2 Methodology

The conducted research was separated into three
major stages. In the first step we performed an
extensive data exploration in order to identify
promising features at an early stage. Afterwards,
we produced sales forecasts using different mod-
eling techniques and varying input features. In
the final stage, the conducted sales forecasts are
compared in terms of forecasting accuracy.

Let for a given time series (Xi)
N
i=0, X̂i denote

the estimated 4-step forecasting value of observa-
tion Xi. Then the forecasting accuracy is defined
as in Equation (1).

FCA = 1−

N∑
i=n+1

|X̂i −Xi|
N∑

i=n+1
Xi

(1)

To this end, the model is trained on the first
n observations. The final out-of-sample obser-
vations Xn+1, . . . , XN are used to evaluate the
forecasting performance. Typically, the out-of-
sample observations account for about 20% of
the available data.

2.1 Available features

In the following, we consider a real-world data set
comprised of sales information for an Austrian
brewery in a time frame of eight years. Given the
data is available on a weekly basis, the time se-
ries contains approximately 420 observations for
each customer and article. The goal is to provide
an accurate weekly sales forecast (corresponding
to the response variable sales in hectolitre [hl])
using the available features as described in Ta-
ble 1. As is common in time series problems, us-
ing lagged values as features in forecasting mod-

els allows to account for a certain type of saison-
ality. In order to include these structures in our
models, we infer the variables weekly plan, previ-
ous sales and last year sales using existing fea-
tures. A potentially important feature includes
information about sales promotions, coded into
special promotion and num of (ordinary) promo-
tions. It is important to emphasize that the ex-
istence of a special promotion is inherently inde-
pendent of the number of ordinary promotions.
One customer may offer several ordinary promo-
tions that include a certain product, while a spe-
cial promotion may be offered additionally. As,
unfortunately, no information about the precise
price reduction is available, the available features
only indicate the existence and number of such
promotions.

At this stage, we wish to further emphasize
that the data is inherently structured as a time
series on a weekly grid. This means that all avail-
able features correspond to a specific calendar
week in a specific year and to a specific customer-
stock keeping unit (sku). A stock keeping unit
denotes a certain type of drink including its pack-
aging format and the number of litres (e.g., 24
cans of a specific soda 500 ml). Thus, a 4-step
forward forecast corresponds to a prediction for
the sales of a given sku at a particular customer
of the following month. This is in tune with real
life forecasting demands in a professional setting.

2.2 Data exploration

The main purpose of the data exploration phase
was to identify highly influential features in the
context of improving the quality of the forecast.
In the initial phase, explorative plots were gener-
ated to visually identify possible correlations be-
tween an input feature and the response, given as
the sales value of a given calendar week. For the
sake of brevity we omit the generated plots, but
briefly summarize the most important findings.

Initial conjecture suggested that the weekly
planned sales (weekly plan) was one of the most
promising input features, as, in an ideal world,
they would closely approximate the actually
observed sales. Surprisingly, the weekly plan
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id feature
name

explanation

0 year year of the observation

1 week calendar week of the obser-
vation

2 sales [hl] sales in hl of the observa-
tion

3 weekly plan
[hl]

derived as the planned
sales over a certain pe-
riod of time divided by the
number of calendar weeks
in that time period

4 special pro-
motion

an indicator 0 or 1 if there
is a special promotion in
this calendar week

5 num of pro-
motions

an integer value specifying
how many ordinary promo-
tions are in this calendar
week

6 previous
sales [hl]

the average sales in hl
based on all historical sales
values in this certain calen-
dar week

7 last year
sales [hl]

the sales in hl value exactly
one year ago

Table 1: Summary of the available features

very often differs strongly from the actual sales
and proved to be highly inaccurate for many
customer-sku combinations. Special promotion
on the other hand, despite being given as a
binary variable only, tends to accurately indi-
cate sales peaks. A promotion of this magni-
tude appears rather infrequently compared to
ordinary promotions. Here, we could also ob-
serve a difference between smaller and bigger cus-
tomers. Indeed, for big customers, ordinary pro-
motions occur almost every week, which makes
them a rather poor choice for a predictor as
they do not provide much additional informa-
tion. For smaller customers, however, ordinary
promotions prove to be a very good indicator on
whether there are any sales at all in a specific
week.

Last year’s sales and previous sales do not
show strong correlation with sales for most
customer-sku combinations. This suggests that
most customers do not place orders based on his-
torical experience or habit, but rather on current
demand.

2.3 Modeling techniques

There are many modeling techniques available
which are used for the purpose of forecasts [see,
e.g., HA18, FGJW19]. Deep Learning and Gra-
dient Boosting Trees are two popular model-
ing approaches for conducting time-series based
forecasts [MMM23]. Recurrent neural networks
such as LSTM and GRU in particular are com-
monly used in this context [LZGX21]. There-
fore, we implemented and compared five different
network architectures which mostly incorporate
recurrent layers with different hyperparameters
(e.g., unit size, activation function, etc.). As a
point of comparison, we also consider networks
with densely connected layers. Furthermore, 21
different feature combinations were constructed
using the available features of Table 1. Given
that there are 30 relevant customer-sku combi-
nations, we trained a total of 3150 setups for the
Deep Learning methods.

As a point of comparison, we also considered
Gradient Boosting methods. Here we used two
different booster called gbtree which is the de-
fault tree-booster in xgboost and dart [VGB15]
which adds a dropout to boosted-trees. In or-
der to provide an appropriate comparison, we
trained the Gradient Boosting models on the
same set of feature and relevant customer-sku
combinations. Therefore, the number of total
Gradient Boosting training runs is given by 1260.

After completing the runs for each setup and
each competing method, a ranking revealing
which modeling technique in combination with
which input features leads to the most accurate
forecast for a certain customer-sku combination
can be generated. For a subset of this ranking,
we refer to Table 2. Please note that in a pro-
ductive environment, each customer-sku combi-
nation would use a different model with different
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input features in order to retrieve the most ac-
curate results.

3 Results

Table 2 presents a subset of the obtained mod-
eling results and their achieved forecast accu-
racy. Only the best results for selected customer-
sku combinations are included. The first two
columns specify the anonymised customer-sku
combination. The third column denotes the gen-
eral modeling approach (deep learning or gradi-
ent boosting) and the adjacent column model id
specifies the exact model used. As can be seen
in Table 2, the best results were achieved using
Deep Learning based on only two specific net-
work architectures (see Listing 1 and 2). The
feature id column determines which input pa-
rameters were used for the forecast. Each digit of
the feature id can be mapped to a certain input
parameter using Table 1. For example, feature
id 1234 indicates that the features 1 = week, 2
= sales, 3 = weekly plan and 4 = special pro-
motion were used as input parameters. The final
column fca determines the resulting forecast ac-
curacy calculated using Equation (1).

def get model v3 ( input shape ) :
model = Sequent i a l ( )
model . add (

LSTM(128 ,
input shape=input shape ,
a c t i v a t i o n=’ r e l u ’ )

)
model . add (

Dense (64 ,
a c t i v a t i o n=’ r e l u ’ )

)
model . add (Dense ( 1 ) )
return model

Listing 1: Deep Learning model m3 using Keras

cust
omer

sku modeling
approach

model
id

feature
ids

fca

25 803137 deep
learning

m4 1234 46.26 %

31 803138 deep
learning

m3 123 46.51 %

3 803138 deep
learning

m4 12345 47.33 %

31 803205 deep
learning

m4 1234 49.68 %

31 800001 deep
learning

m3 12345 51.04 %

3 800017 deep
learning

m4 1234 51.10 %

3 800001 deep
learning

m4 1234 51.93 %

3 803305 deep
learning

m4 1234 57.83 %

3 800002 deep
learning

m4 1234 58.40 %

Table 2: Highest forecast accuracy of selected
customer-sku combinations including relevant
parameters sorted by fca

def get model v4 ( input shape ) :
model = Sequent i a l ( )
model . add (

GRU(128 ,
input shape=input shape ,
a c t i v a t i o n=’ r e l u ’ )

)
model . add (

Dense (64 ,
a c t i v a t i o n=’ r e l u ’ )

)
model . add (Dense ( 1 ) )
return model

Listing 2: Deep Learning model m4 using Keras

4 Conclusion and Outlook

The results in Table 2 suggest that Deep Learn-
ing methods using the two particular network
architectures with recurrent layers m3 and m4
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lead to the best forecast accuracy using the given
real-world data set. The superior model perfor-
mance of RNNs is in line with current research
[see, e.g., SNTSN18, LDD18, Cho18]. Gradient
Boosting could not compete with recurrent neu-
ral networks in this scenario.

However, there is still room for improvements.
Even though the found network architectures
achieved acceptable results, it is likely that addi-
tional tuning of hyperparameters would further
improve the forecasting accuracy. Tuning hyper-
parameters manually is considered to be a cum-
bersome task, therefore tools like Keras Tuner or
AutoML provide the capability of heuristically
optimizing hyperparameters automatically. In-
corporating similar tools could further improve
the performance of predicting sales in the future.

Currently, only features provided by the brew-
ery were included in the prediction process. Tak-
ing external features such as meteorological fac-
tors into account could further enhance the re-
sults [see, e.g., ADMB19].
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Abstract

Image classification is a classic machine learning
problem, having found numerous practical appli-
cations in the past. Our problem is situated in
the field of agricultural e-commerce. For a collec-
tion of customer created images of agricultural
machinery, we want to detect category, brand,
type and series. This enables an automatic de-
duction of technical product information.

The model we propose makes use of hierarchi-
cal classification. First, each uploaded image is
pre-screened to determine the depicted product
category. In case an image is identified as a trac-
tor, the next model hierarchy level detects the
specific brand. The last model in the hierarchy
tries to deduce the type and series of a tractor.

The paper details the methodologies employed
in this project, including ideas on the detection
of unsatisfactory images that must be avoided
for model training as well as suggestions on how
to train and validate a hierarchical classification
model. Finally, we argue that as a by-product,
this approach can also be used for detecting
fraudulent image submissions.

1 Introduction

In the realm of machine learning problems, image
classification plays a central role in diverse fields
ranging from the detection of anomalies in med-
ical scans [SMR+19, HPHS19] to plant identifi-
cation [PPW21]. The problem at hand usually

constitutes classifying a large set of images into
pre-defined categories. The employed methods
range from classic principal component analysis
[KSS13], linear discriminant analysis [LZO06],
support vector machines [CGLRML20] to, ar-
guably most popular, convolutional neural net-
works [LSZ22, TL19, RW17, LLY+18, SJM18,
Gér19].

Hierarchical modelling approaches are often
used in the context of highly complex data,
where classification between different subgroups
can be of varying difficulty. It is of course sim-
pler to distinguish, e.g., a horse from a tractor,
than it is to classify different types of tractors.
To take this into account, it can be beneficial to
identify a hierarchical structure in the input by
separating the data into more general groups in
a first layer, before more finely classifying each
group. For example, one could split the data into
animals and vehicles in a first step, before further
identifying tractor types from the vehicle group.
This underlying tree-like structure allows for an
adjustment in the penalization of the model, as
it is natural to penalize a failure to distinguish
at a coarse level of the hierarchy more severely
than a misclassification at a finer level.

One possible way to reflect the hierarchical
structure in the training process is to adjust the
loss function. An example of this can be seen
in [WDD+18], which details the classification of
images related to breast cancer. While the au-
thors employ a classic “flat” convolutional neural
network (CNN), they choose to use a hierarchi-
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cal loss function instead of cross-entropy. The
images are to be classified at two levels into in-
vasive or in situ (in case of a carcinoma) and
benign or normal (in case of a noncarcinoma).
By using a hierarchical loss in the training stage,
not recognizing a carcinoma is penalized more
severely than not being able to distinguish be-
tween an invasive or in situ carcinoma. It can
be seen that using this hierarchical loss function
provides an improvement in model performance
compared to non-hierarchical loss.

On the other hand, it seems reasonable to im-
plement the hierarchy into the model architec-
ture directly by training models for each layer.
[YZP+15] provide an overview of this topic using
CNNs. They implement a hierarchical deep con-
volution neural network (HD-CNN) to take the
hierarchical structure of the data into account.
This hierarchy is divided into a coarse layer and
a fine layer, where the former provides a clas-
sification into general groups and the latter a
fine classification within each group. It is of par-
ticular interest that the estimated fine category
prediction for each image is obtained by using
the probabilities for the coarse layer groups ob-
tained in the first step as weight. Furthermore,
they describe methods to learn the category hi-
erarchy from the training data in the first place
and include the possibility of non-disjoint coarse
categories.

This type of modelling approach is highly flex-
ible and can be easily adjusted to the problem at
hand, e.g., in certain problems only a subset of
classes obtained in the coarse layer need to be
classified further in subsequent layers. This can
be seen in [KSE+20], where hierarchical machine
learning models are used to classify images of tis-
sue biopsies of children in an effort to identify ill-
nesses causing stunted growth. In the first layer,
the samples are classified into Environmental En-
teropathy, Celiac’s Disease and a control group.
In the next step, a classification model is trained
to determine the severity of Celiac’s Disease in
4 categories. The authors evoke tree imagery
by referring to the initial classifier as the parent
level model and the subsequent severity classifier
as the child level model. The basic architecture

makes use of CNNs by passing pre-processed im-
ages through three convolutional and subsequent
pooling layers. The output layer provides a clas-
sification into three (parent layer) or four (child
layer) classes. Using these techniques, the au-
thors obtained either competitive or improved
precision and recall scores compared to alterna-
tive methods.

A related application in e-commerce is pre-
sented in [SS19], where clothing items are clas-
sified in a three-layer hierarchical model. Here,
the model architecture follows VGGNet as intro-
duced by [SZ15], which consists of either 16 or
19 convolutional and fully connected layers sep-
arated into blocks and connected by filters. The
proposed adaptation in [SS19] classifies through
two “coarse” layers by splitting into clothing
and goods in the first layer and into tops, bot-
toms, dresses, shoes and similar categories in
the second layer. In this application, the second
and third block include these coarse classification
outputs. A fine classification is achieved in the
final step of the hierarchy, where specific types of
shoes (e.g., ankleboots and sandals) and clothes
(e.g., T-shirts, shirts, sweaters) make up the out-
put layer of the network. The overall loss is com-
puted using different weights for the two coarse
and one fine layer output, with a strong empha-
sis on the former layers in the first dozen epochs.
Compared to base VGGNet models, the hierar-
chical method achieves lower loss and higher ac-
curacy in both test and training data.

Our problem is situated in the field of e-
commerce as well. In the following chapter, we
will provide a concise problem statement and ar-
gue why the use of a hierarchical network archi-
tecture provides an intuitive approach to han-
dle complex image classification. Our methods
show similarity to the discussed work, but still
provide an interesting contrast due to the depth
of the proposed hierarchy and use of competitive
pre-trained models that allow for an efficient and
effective image classification.
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2 Modelling

2.1 Problem Statement

The problem at hand concerns an application in
the field of agricultural e-commerce. The web-
site landwirt.com is an established marketplace,
where numerous products linked to agriculture
may be sold and bought by independent users.
While the available commodities may range from
fruit trees to actual farm animals, the lion’s
share of the purchases on the website may be
attributed to pre-owned large agricultural appli-
ances.

In the following, we focus on tractor sales in
particular, since they are by far the most im-
portant product group of the platform and inte-
gral to numerous agricultural pursuits. In 2022
alone, a little over 4500 standard tractors were
registered in Austria [CLA22]. As is common
in user-based e-commerce, an advert for an item
is created by the seller, who will assign a prod-
uct category (from a list of categories), provide
pictures (see, e.g, Figure 1 and 2), enter the tech-
nical data of their products (e.g., horsepower,
dimensions, age, brand, series, model, etc.), de-
scribe the product and subsequently set the price
for potential buyers to consider.

This kind of application has to deal with two
challenges. First, sellers may make mistakes
when entering the technical data of their prod-
ucts, leading to customer confusion and com-
plaints. Second, some products are advertised
in the wrong product category. Some sellers do
this intentionally, since selling products in some
categories is free, while for others a fee has to
be paid. Thus, in order to mitigate the risk of
human error or possible fraud in this process, an
automatic classification of the provided images
is needed.

Therefore, our goal is to implement a robust
machine learning model that pre-screens the im-
ages to check whether they indeed depict stan-
dard tractors and, in that case, identifies the
brand and, subsequently, series and model type.
Integrating this model into the platform of land-
wirt.com enables a new process of advertising

that checks whether the chosen product category
is correct for a manually uploaded image and au-
tomatically fills out the technical data of the cor-
responding product from a database.

Due to the inherent hierarchical structure of
the problem, we consider a hierarchical classifi-
cation model. This allows for a clear division
between more coarse levels (standard vs. non-
standard tractor and tractor brands) and a fine-
tuned classification for model type and series. As
is common practice, we choose a CNN method
to classify the provided images, in particular the
EfficientNet-B0 and EfficientNet-B4 networks as
introduced in [TL19]. These state of the art
methods implement a compound scaling method
by simultaneously scaling network depth (num-
ber of layers), network width (number of chan-
nels per layer) and image resolution. This scaling
approach provides a general and flexible network
that improves accuracy and efficiency compared
to simply scaling one such attribute. The base-
line model B0 already provides improvements in
accuracy and number of parameters compared to
competitive models such as ResNet when com-
paring performance on the ImageNet database
[see Table 2 in TL19]. Further sequential scaling
of the base network yields the models B1− B7.
For our purposes, we use the baseline model B0
for a proof of concept and a scaled model B4 for
the final modelling in almost all layers because of
better resulting accuracy while remaining within
the limitations of our available hardware.

Figure 1: Example of an image used in valida-
tion, depicting a Steyr tractor 4145 Profi CVT.
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2.2 Pre-Labelling: Adding additional
regular images for training

The product hierarchy of the commercial plat-
form consists of several categories at its top level.
In the context of our work, we focus on the prod-
uct type tractor and are interested in further sub
classification of this category after the top level
category has been determined.

The category tractor consists of several sub-
categories. For our application, the category
standard tractor is the most important one and
contains about 94 % of all tractors. Additional
subcategories include small tractors, special trac-
tors, tractors for fruit growing and several more.
Finally, standard tractor is classified into several
brands which are then further divided into series
and model.

As in most machine learning applications, the
quality and quantity of the training data avail-
able is crucial to the success of the method.
Initially, there are 2882301 images available for
training and evaluation of our models, which
were extracted from user-made advertisements of
landwirt.com. The images are labeled as primary
or secondary image. A primary image represents
the main image that is displayed for the prod-
uct. These images typically show the product
completely visible from the outside. Secondary
images consist of additional images that might
display arbitrary parts of the product. Further-
more, the images have been labelled to specify
category, subcategory, brand and model of the
product. We use lists provided by the industry
partner that assign models to series to expand
the model label to a series and model label.

There are several challenges associated with
the image data, especially since it varies in sev-
eral different ways. One particular variation of
the training data concerns interior shots of the
tractors. Indeed, many images in the data fo-
cus on the interior of the tractor (see Figure 2),
which of course are not suitable to train a model
for exterior shots. There is no available label or
other information in the data to indicate that an
image is an interior shot. Thus, we require some
means to separate these images from the desired

training data. A conservative approach would be
to only use the primary image provided for each
advertisement. This, however, would reduce the
training-set significantly.

As an alternative, we perform an initial
pre-labelling step in order to separate un-
wanted interior shots from exterior shots.
This step is achieved by using a pre-
trained EfficientNet-B0 model as implemented
in EfficientNet-Pytorch with its default con-
figuration [Mel20, PGM+19]. This highly perfor-
mative CNN model has been pre-trained on the
classic ImageNet dataset [DDS+09], which con-
tains over 1.2 million images separated into 1000
classes, one of which are tractors. The strategy is
to perform a prediction for each given image and
to extract the prediction score for the class trac-
tor. Images with a prediction score higher than
a certain threshold are subsequently included in
the training data.

Figure 2: Exterior (top) and interior (bottom)
images of a Valtra tractor. Pre-labelling scores
for the class tractor are at about 85% (top) and
5% (bottom), i.e., only the top image is included
in the training.

Another challenge is related to the pre-
labelling step itself. Non-standard tractors like
tractors for fruit growing look very different than
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standard tractors, thus pre-labelling does not
recognize them as tractors. As a consequence,
pre-labelling is applied to standard tractors only.

Even though we retain the use of some sec-
ondary images due to the pre-labelling step, a
third challenge is found in the massively reduced
number of images when the hierarchy reaches the
bottom level of series and model. The reason for
this reduction is threefold. First, there is a data
quality problem. About one third of the data
is missing model or series information. Second,
pre-labelling reveals that less than half of all im-
ages are regular views from the exterior. And
finally, the standard tractors break up into a lot
of brands which in turn contain a lot of different
series and model types leading to few represen-
tatives per leaf-node in the hierarchy. To retain
a reasonable number of training data, we have to
define a minimum threshold of 250 images for a
series and model to be eligible for detection.

A few numbers give an impression. Of all avail-
able images, 915065 are labeled as standard trac-
tors and only 305430 of those have a valid series
and model and pass the pre-labelling threshold.
Extracting all images belonging to a series and
model category that contains at least 250 images,
results in 9 brands with a total of 35168 images
only. As a solution, hierarchical image detection
stops at the level of brand detection for those
brands that consist of series and model classes
that do not contain a sufficient number of im-
ages.

2.3 Model Architecture

The root of our hierarchy is an EfficientNet-B0
trained to recognize the general category of all
images. As the most important project goal is
to identify the brand and further specifications
for standard tractors, the next layer of the model
distinguishes — for tractors only — specific trac-
tor types (e.g. standard tractor, small tractor,
. . . ) from each other.

To train this layer, we fine-tune a pre-trained
EfficientNet-B4. We split between training data,
validation data and test data in a 80−10−10 ra-
tio. The neural network is fine-tuned by training

it to classify images into standard tractor or non-
standard tractor. Since pre-labelling does not
work for non-standard tractors (they are gener-
ally not detected as tractors by a pre-trained Ef-
ficientNet in the first place), pre-labels are omit-
ted from this training step.

The two subsequent layers of the hierarchy
are again implemented by fine-tuning a pre-
trained EfficientNet-B4 model to recognize trac-
tor brands and series and model, respectively. To
that end, consider that putting the model and
series of a tractor into a hierarchical order may
collapse the need for classification in some cases.
Indeed, in the given dataset multiple sets of se-
ries only have one model associated to it, i.e.,
many series-nodes would only have one model-
leaf in the hierarchical tree. Thus, it makes sense
to consider all series and model combinations as
belonging to the same, final, hierarchical layer.
We refer to Figure 3 for an illustration of the fi-
nal hierarchical structure of the model. To train
these two layers with a sufficient number of im-
ages, secondary images with valid pre-labels are
permitted. On the other hand, all series and
model containing less than 250 images have to
be removed from the hierarchy to assure a mini-
mum accuracy of 80%, as desired by the industry
partner.

We use the same suitable hyperparameters to
fine-tune the pre-trained EfficientNet-B4 for the
bottom three hierarchy layers. Training is ex-
ecuted with a batch size of 32 images, and a
learning rate of 0.001 for optimizer Adam [see,
e.g., Gér19]. In a data augmentation stage, the
dataset is initially resized to 224x224 pixel im-
ages. Furthermore, with a probability of 50%,
images are horizontally flipped or have their
brightness and contrast adjusted mildly. The
determination of these settings is done heuris-
tically.

2.4 Results

In this section we will briefly summarize the pre-
dictive accuracies for the hierarchical model as
determined in the training phase. The classifi-
cation in the layer separating standard tractors
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new image

other tractor

non-standard standard tractor

case ih

sm1 ... smk1

...

sm1 ... smk�

steyr

sm1 ... smk9

Figure 3: Schematic of the 4-layer hierarchical
model pipeline used to classify an incoming im-
age. The first layer separates tractors from non-
tractors with an ImageNet-pre-trained model.
The second layer splits images into standard and
non-standard tractors, with the third layer iden-
tifying the tractor brand for standard tractors.
The final layer identifies series (s) and model (m)
of the tractor, with k	 denoting the total num-
ber of such subclasses for the �-th tractor brand,
� = 1, . . . , 9.

from non-standard tractors as well as the clas-
sification by the subsequent layer providing the
specific tractor brands, both achieve an accuracy
of approximately 97%.

Table 1 provides an overview of the number of
images used for training each brand for the clas-
sification of its series and model, and the accu-
racy resulting from testing that classification for
each brand. As previously mentioned, the min-
imum accuracy specified by landwirt.com is 80
%, which means that the series and model of all
brands but Lindner can be determined with suffi-
cient accuracy. There is no significant difference
in the number of images available for more ac-
curately determined brands like Fendt compared
to Lindner as can be seen in Table 2. We con-
jecture that the different models of Lindner are
more similar to each other than those of Fendt,
as there are several series and model combina-
tions in Lindner that share the same series (602,
624). For Fendt, only 2 such combinations share
the same series (205). Thus, a close distinction
between models that share the same series may
be more error-prone. A detailled investigation of

this hypothesis is, however, beyond the scope of
this article.

brand #images accuracy

jcb 355 1
case-ih 881 0,98
valtra 565 0,96
fendt 3317 0,88
john-deere 15253 0,86
new-holland 2611 0,86
claas 2768 0,84
steyr 6532 0,80
lindner 2886 0,78

Table 1: The number of images available for
each brand to train, validate and test the predic-
tion of series and model together with the accu-
racy achieved at testing

brand series and model #images

fendt 205-302 687
fendt 205-4771 356
fendt 33-3908 502
fendt 353-6212 276
fendt 363-2315 479
fendt 792-9516 263
fendt 798-9631 754

lindner 602-7787 563
lindner 602-7910 334
lindner 602-8010 447
lindner 602-827 255
lindner 623-8098 302
lindner 624-2330 382
lindner 624-2918 344
lindner 624-5612 259

Table 2: The number of images of each series
and model of Fendt and Lindner used for train-
ing.

3 Conclusion

In this work we demonstrate a real life applica-
tion of hierarchical convolution neural networks
in the context of image recognition for agricul-
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tural e-commerce. We develop a simple and
modular network hierarchy of EfficientNet mod-
els to sequentially classify images of vehicles in
order to identify brand name, model type and
series for standard tractors. Using EfficientNet
models pre-trained on the ImageNet database,
we successfully pre-label the provided images
to build a homogeneous training set of exterior
shots of the tractors. With the resulting data,
we post-train the EfficientNet models to allow
for recognition of brand names and further spec-
ifications. The resulting empirical accuracy ex-
emplifies the excellent model performance.
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Abstract 

This study focuses on the media discourse surrounding 

climate protection in Austrian newspapers. Two topic 

modeling methods, Dynamic Topic Model (DTM) and 

BERTopic, are compared to investigate topic evolution, 

i.e. changes in the salient words of a topic over time.

While both approaches are able to create evolving topics,

their respective architectures and approaches are

significantly different: BERTopic utilizes word

embeddings to account for the context of words while

DTM is based on latent word distributions where word

occurrence order is irrelevant. Additionally, BERTopic

assigns each document only one topic, while documents

in DTM are assigned a mixture of topics. The study uses

a self-collected corpus of 22,101 articles acquired from

the database WISO, which were pre-processed and

cleaned thoroughly. The results show that BERTopic and

DTM produce comparable topics, but several differences

need to be addressed. First, salient words in BERTopic

are more specific and less general in regard to the overall

association of topic, e.g. encompass particular climate

actions and events, while DTM features very broad

terminologies. Second, there are cases where no

comparable topics are found since the content of a topic

of one algorithm can be integrated and partialized in

several topics of the other algorithm. We conclude that

while BERTopics allow better insights into event-based

topic variability, DTM shows a better resolution of topic

formation. The comparative nature of this work

highlights the ambiguity of conventional evaluation

metrics and the

need for complementary approaches incorporating human 

evaluation methods to automated content analysis.     

1 Introduction 

30 years ago, the greenhouse summer of 88  marked the 
first time climate change was covered in a significant 
fashion by global media [1]. Since then, it has remained 
a constant part of news coverage. In recent years, an 
increasing amount of attention has been given to climate 
protection efforts made by and expected from different 
parties, namely politics, industry and the general public 
[2]. As mass media plays a major role in presenting 
information to the general public and shaping their views, 
the way it represents climate protection and its impacts 
can significantly influence public behavior [3]. Due to the 
entanglement of news and society, research on climate 
reporting reflects on the public climate debate as a whole, 
which is associated with climate protection and 
sustainability goals [4]. 

Topic modelling methods have been shown to be 
powerful tools when investigating large amounts of 
textual information. Statistical topic models have been 
well tested in this regard and become a mainstay in 
automated content analysis [5]. New advances have led 
to methods that allow focused investigation into the 
discourse behavior over time as well as methods that do 
not rely on statistics and encode contextual information 
[6].  

Over the last years, topic modelling  has become a 
frequently used method to investigate the media 
discourse surrounding climate change [7], with LDA [8] 
being the most common technique  [5], [9]. Most of this 
research focuses on the US and the major European 
countries, whereas smaller countries and especially the 
southern hemisphere remain underrepresented [10]. 
While most studies investigate climate change coverage 
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over extended periods of time, due to limitations of LDA 
they mostly focus on changes in topic relevance over 
time, which is simply the percentage of articles associated 
with each topic [11]–[13]. Due to the static nature of 
LDA topic word representations are mainly shaped by 
periods with high coverage and describe periods of low 
coverage poorly. For example, a topic about activism 
might mostly consist of words related to Fridays4Future, 
which would only make sense for articles published from 
2018 onwards. To the best of our knowledge, more 
advanced methods like Dynamic Topic Models (DTM) 
[14] or BERTopic [15] which are capable of capturing
changes within topics and remedy this problem have not
been applied to the field of climate reporting. In this paper
we will explore the three following points of interest
based on a self-collected corpus on climate protection
coverage in Austrian newspapers:

• Assessment of the ability of evolutionary topics
to account for changing points of interest within
a corpus.

• Evaluation of how feasible topic representations
from contextual topic models are for human
interpretation compared to commonly used
statistical topic models.

• Whether common topic evaluation metrics are
applicable for contextual topic models and
comparing them to statistical models.

2 Methodology 

To investigate changes over time within the discourse 

surrounding climate protection, two different methods are 

employed. DTM as a baseline approach to which the 

second method BERTopic, which is a more recent 

advancement in the field of topic modeling, will be 

compared.  

2.1 Dataset 

The articles are acquired from the database WISO1 using 

the search term klimaschutz*. The collection resulted in 

39,082 articles from nine major Austrian newspapers2. To 

ensure high data quality, duplicate articles were removed, 

and pre-processing steps including i) normalization of 

different spellings for the same word ii) removal of non-

alphabetic signs iii) adding white spaces between 

punctuation and words and iv) sentence and word 

tokenization were performed. Articles containing more 

1
 https://www.wiso-net.de/dosearch 

2
 Die Kronen Zeitung (n = 2033), der Standard (n = 3923), der 

Kurier (n = 4028), die Presse (n = 3387), Profil (n = 445), die 

than 250 words were selected while shorter articles were 

dropped since DTM is not optimized to analyze a mixture 

of very short and long documents and short documents 

produce additional noise, lowering the quality of the 

results [16]. After these steps, 22,101 articles remained 

for analysis. 

In preparation for the DTM analysis, part-of-speech 

(POS)  tagging and lemmatization [17] were applied to 

filter nouns, adjectives, and adverbs. Preparations for 

BERTopic analysis encompass the aforementioned steps 

i) - iv), except for word tokenization. By only applying

sentence tokenization the contextual information of the

data can be retained and interpreted by BERTopic.

2.2 Dynamic Topic Model 

DTM was introduced by [14] and builds on the framework 

of LDA. The main difference between the methods is that 

LDA treats a corpus as an unordered collection of 

documents, whereas DTM considers the order of 

documents within the corpus as important information, 

resulting in an evolving set of topics over time [18]. 

In DTM and LDA each document is generated from a set 

of latent topics. These topics are represented by a 

probability distribution over all the words in the corpus, 

with some words being more representative of the topic 

than others. By iteratively adjusting these probability 

distributions, topic representations consisting of the most 

salient words, i.e. words with highest probability in a 

topic, are obtained. These representations can be 

investigated by researchers and domain experts acquire a 

descriptive analysis of the examined corpus [9] 

Regarding DTM, documents are additionally grouped 

together into specific time sequences. The word 

probability distribution is adjusted for each sequence to 

better represent documents contained in each time 

sequence. Investigation of the changes in the likelihood of 

salient topic words allows researchers to derive specific 

points of interest relevant to a certain time sequence such 

as political events or influential persons [19]. 

In order to use DTM, it is necessary to determine the 

number of topics beforehand. To find the best number of 

topics, several LDA models (chunk_size = 2000, 

iterations = 400, passes = 20) were trained on a range of 

two to fifty topics for four different time sequences as well 

Wiener Zeitung (n = 2497), die Salzburger Nachrichten (n = 

3218), oberösterreichische Nachrichten (n = 2189) and der 

Falter (n = 389) 
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as the entire corpus. The models were evaluated using the 

CV [20] coherence measure. The basic idea is that the CV 

scores of a LDA model achieve local peaks for topic 

numbers that provide informative topic representations  

[21], [22]. The numbers of topics that result in shared or 

close peaks between the CV scores of each time sequence 

and the entire corpus are indicative of the number of 

topics for which the DTM will provide informative results 

[23]. For the respective climate mitigation corpus, the best 

results were achieved with 25, 35 and 47 number of 

topics. Using these local maxima three DTMs were 

trained. After thorough manual examination of quality 

and informativeness of the results, the variant with 35 

topics was chosen.    

2.3 BERTopic 

BERTopic is a novel approach for topic modeling that 

leverages recent advances in embedding models. This 

approach stems from Bidirectional Encoder 

Representations from Transformers (BERT) [24]. Here, 

documents are represented as points in a high-dimensional 

vector space, where each coordinate contains contextual 

information about the document. This method generates a 

clustering of semantically similar documents. 

Dimensionality reduction [25] and clustering algorithms 

[26] are applied to find dense clusters of similar

documents. From these clusters, the most salient terms are

extracted through a class-based term frequency inverse

document frequency measure (c-TFIDF), which can be

interpreted as topic representations.

To track how topics evolve over time, BERTopic divides

each cluster into an ordered set of time sequences and

extracts the c-TFIDF representation for each time

sequence in the cluster. This allows for an analysis of how

topics evolve over time. Unlike LDA and DTM,

BERTopic does not require a pre-determined fixed

number of topics. Instead, it seeks to find the maximum

number of topics and uses cosine similarity [27] to merge

similar topics as needed.

In this study, the GBERT model [28] was employed to

create document embeddings. Longer documents were

split into segments with a maximum of 400 words to

prevent loss of information due to truncation, as most

BERT models have a maximum sequence length of 514

tokens. Using the HDBSCAN clustering algorithm, a grid

search revealed that min_cluster_size = 66 and

min_samples = 13 resulted in the lowest number of

outliers and generated 65 topics. By considering the

cosine similarity between topics as well as manual 

examination of these similarities, the final number of 

topics was reduced to 52 by merging manually selected 

topics. Finally, the topic word and phrase representations 

were extracted with [29].  

2.4 Topic Model Evaluation 

To evaluate the performance of the investigated topic 

models, three commonly used measures were employed. 

These include i) normalized pointwise mutual information 

(NPMI) [30], ii) CV , and iii) topic diversity [31]. NPMI 

and CV are used to measure the co-occurrence of the most 

salient terms within a specified search window for each 

topic. This is commonly referred to as topic coherence 

[32]. No unified standard exists on what coherence values 

constitute a good quality topic model. Therefore, the 

respective scores are often used to just directly compare 

models and to select the model with the highest score. 

Topic diversity ranks topics between 0 and 1 based on the 

amount of unique salient words. Higher scores indicate 

more meaningful and less redundant topics. These metrics 

are calculated using the OCTIS library with default 

settings [33]. In addition, a reference corpus is required to 

measure topic coherence. For this purpose, the 

preprocessed version of the climate change corpus is used 

as a reference for each model. 

3  Results and Discussion 

3.1 Evaluation Metrics 

Table 1 compares the performance of the two models for 

three different evaluation metrics. The results show that 

DTM outperformed BERTopic in terms of CV and NPMI, 

while BERTopic scores higher in terms of topic diversity. 

However, it is difficult to determine which model 

performs better based solely on these metrics, as there is 

no clear consensus on the preference for "coherent" or 

"diverse" topics. 

This ambiguity highlights an important issue that has 

recently arisen in the field of topic modeling, as pointed 

out in [34]. Evaluation methods were primarily developed 

to assist human evaluation, and should not be relied upon 

solely. Furthermore, coherence metrics were originally 

designed for statistical models, such as LDA and DTM, 

and have been shown to behave differently for embedding 

models such as BERTopic [35]. 
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Several explanations can be provided for the significant 

difference in coherence scores between the two models. 

Firstly, coherence scores have been found to be impacted 

by document length, with shorter documents tending to 

decrease coherence [36]. BERTopic, which relies on 

BERT embeddings, is limited to a maximum sequence 

length of 512 tokens, while DTM can handle documents 

of any length.  

Secondly, coherence is dependent on the reference corpus 

used, which is typically the pre-processed corpus the 

model was trained on [34]. Therefore, if different pre-

processing steps have been used between models, their 

coherence will be calculated based on these different 

versions of the same corpus. As a result, the POS filtering 

applied to DTM in this study affects the final coherence 

scores by increasing the likelihood of co-occurrences 

within the specified window.  

Finally, high coherence scores have been found to provide 

limited assistance in identifying high-quality topics, as 

more abstract or general topics frequently rank among the 

most coherent [37], [38]. The subsequent subsection of 

this paper shows that such topics are less common in 

BERTopic.     

Table 1: Evaluation metric scores for DTM and 

BERTopic averaged over all time sequences. The 

top score for each metric is highlighted.  

3.2  Human Evaluation 

The previous subsection highlights the limitation of 

relying solely on automated evaluation metrics in 

evaluating the quality of a topic model. To determine the 

suitability of a model for answering research questions or 

providing a general understanding of a corpus, human 

evaluation is essential, despite its subjectivity and 

potential variability based on the specific use case [39].  

A common method of human evaluation is to label each 

topic based on its most prominent words and 

representative documents. Table 2 provides an example 

topic with comparable context of salient words of both 

methods. DTM indicates that articles in this topic deal 

with housing related to climate protection and Austrian 

municipalities. A close reading of the most representative 

articles of the topic shows that these articles mainly 

discuss subsidies for housing renovations that reduce 

carbon emissions and climate regulations for new housing 

projects. Comparing the housing-related topic generated 

by BERTopic, the salient terms differ greatly. These 

already include heating solutions and make the topic more 

specific and interpretable. The manual analysis of 

associated articles further supports these observations. 

One of the main findings from comparing the two 

methods is that DTM topics provide a broader overview, 

while topics from BERTopic are more specific. To be 

more precise, BERTopic identifies topics that focus on 

specific events, such as the introduction of a nationwide 

public transport ticket or discussion around a planned 

third runway for the Vienna airport. The difference in 

salient words from both approaches is not rooted in the 

lower number of topics from DTM (35), compared to 

BERTopic (52). Indeed, the DTM model with 47 results 

in very similar topics compared to the 35-topic run but 

with higher numbers of redundant or incomprehensible 

marginal topics. The underlying reason for the differences 

in salient words and topic representations result from the 

c-TFIDF extraction process of BERTopic. The extraction

is done after topic clustering and evaluates the

importance of words compared to the whole corpus

according to their relevance to a topic. For DTM, in

contrast, ranks terms according to how likely they are to

occur in a topic. Therefore, topics in DTM tend to contain

terms that are very common within their related

documents, whereas BERTopic prioritizes words that are

comparatively uncommon in unrelated documents.

Table 2: Example topic found in both models 

dealing with housing in the year 2019 and the ten 

most salient words translated to English. 

Moreover, the difference of generic and specific topic 

representations of each model is observed regarding topic 

evolution. In DTM the changes from one time sequence 

to the next are more moderate and variations in the 

ranking of salient words happen slowly. New salient 

Measure DTM BERTopic 

CV 0.531 0.444 

NPMI -0.012 -0.096

Diversity 0.878 0.894 

DTM 

City, new, Project, Vienna, Municipality, Building, House, 

in Vienna, Climate Protection, big  

BERTopic 

Building, House, Heat Pump, Oil Heating, Real Estate, 

Housing, District Heating, Passive House, Schleicher, 

Property Developer 
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words are mostly introduced when they correspond to 

heavily covered events or to events that remain relevant 

over a long period of time, such as the Green Party 

becoming part of the government or the Green Deal 

proposed by the EU. 

BERTopic evaluation showed more pronounced changes 

in topic representation between each time sequence. Here, 

events influence salient words of a topic stronger when 

they are only significantly mentioned within a single time 

sequence. Notable examples are the Ibiza affair, which led 

to the dissolution of the previous government and the 

appearance of the movie An Inconvenient Truth by Al 

Gore. 

Another important result is obtained from examining a 

general overview of the discourse around climate 

protection in Austria by manually grouping all topics into 

one of four fundamental categories: Economy, 

Environment, Politics, and Society (see Figure 1 and 

Figure 2). Comparing category evolution of both models 

shows similar patterns over time. The two newspapers 

with a pronounced partisan orientation, die Krone (right 

wing) and der Falter (left wing), strongly focus on the 

category Society and feature many interviews and social 

commentary. The low number of articles published in der 
Falter, however, leads to high variability between the 

years. The other seven newspapers, particularly der 
Standard and die Presse, are more equally distributed 

between the categories Society and Politics. Additionally, 

the category Environment plays only a minor role in the 

climate protection coverage of all newspapers. 

Environmental aspects are rarely the sole or major issue 

articles focus on. Instead, they are mainly discussed as 

positive or negative consequences that arise from actions 

taken by the government, companies or private persons.  

The most striking difference between DTM and 

BERTopic in terms of the share of each category in 

overall reporting is the higher percentage of articles 

assigned to the category Economy in the DTM results. 

The particular reason for this lies in a crucial difference 

in topic formation between both algorithms: In DTM, one 

of the largest topics is labeled Economic Policies, 

however, applying BERTopic did not result in a 

comparable topic. Instead, the articles from this DTM 

topic are contained in a number of smaller topics, that are 

split up between the categories Politics and Economy. 

Therefore, the overall representation of the category 

Economy is much lower in BERTopic than DTM results.  

4 Summary and Outlook 

In this paper we compared the performance of DTM and 

BERTopic for automated content analysis. With this 

approach, we contribute to the field of automated text 

analysis and topic modelling. We expand upon the 

ongoing discussion about the ambiguity of automatic 

evaluation metrics. Our results indicate that rather than 

using these metrics as the sole indicator of a model’s 

performance, human evaluation must be included in a 

complimentary fashion. As our findings demonstrate, 

BERTopic generates topics that are more specific when 

Figure 1: Evolution of each DTM category present in each newspaper 
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compared to DTM but ranks lower in two widely used 

coherence metrics. This highlights the need for new 

automatic scoring metrics that can account for the 

differences between statistical and embedding-based 

models, as well as the continued importance of human 

evaluation. 

Despite the aforementioned deliberations concerning 

evaluation metrics, they are often employed in research 

when comparing BERTopic to well established topic 

modeling techniques, mainly LDA. In a large number of 

cases BERTopic outperforms LDA in both coherence and 

diversity [15], [36], [40]–[44], but there is a notable 

number of studies, where the difference is either 

negligible or inconclusive as it is in our study [45]–[50]. 

Human evaluation, however, tends to favor BERTopic 

regardless of evaluation metric scores.  

Besides the general limitations of topic modeling [37], the 

following limitations apply to our study. Only print 

articles are considered in our investigation. However, 

since 2021 online media has surpassed print media as the 

main source of news in Austria [51]. Most newspapers 

include additional articles on their respective online 

portals, which are not included in the presented work. If 

certain topics are covered more prominently in online 

articles, they will not be properly represented in our 

models. Future research could aim to investigate the 

differences between print and online media. Another 

important factor that affects BERTopic is the used 

embedding model. Since the model was not fine-tuned, 

some words that are highly specific to climate protection 

are included in the model vocabulary and treated as out-

of-vocabulary words. As a result, the semantic clustering 

might not recognize the similarity between some articles 

and falsely assign them to different clusters. 

Manual investigation regarding the respective corpus on 

climate mitigation articles, shows several critical 

differences between DTM and BERTopic results. Since 

BERTopic considers contextual information, articles can 

be clustered into topics with very specific salient words 

that represent the topics. As a result, the evolution of 

salient words of a topic contains information about events 

that are limited to a single time sequence. Therefore, 

BERTopic facilitates secondary manual analysis of 

researches and domain experts by great detail in 

temporally resolved quantitative analysis. Nonetheless, 

DTM also provides a valuable tool for time-dependent 

topic analysis. We find that topic generation of BERTopic 

and DTM does not produce comparable topics on every 

subject. Instead, topics generated by one of the algorithms 

may not show up as a separate topic in another because 

their respective content has been integrated and 

partitioned into other topics. This bears the risk that 

important content is overlooked when only applying one 

of the two algorithms, as we highlighted in the case of 

economic policies. We conclude that the dual and 

comparative deployment of both methods, accompanied 

by a human evaluation, leads to the best results in respect 

to content analysis on climate mitigation coverage.         

Figure 2: Evolution of each BERTopic category present in each newspaper. 
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Energiewende in Österreich
Zunehmender Strombedarf durch E-
Mobilität als Herausforderung
Missmatch: Solarenergieproduktion
tagsüber – Strombedarf abends
Gefahr von Lock-in Effekt in eine Technologie
Innovation öffnet Diskrepanz zwischen Haushalten und Staat

Pfadabhängigkeit
Die Wahl eines bestimmten Weges oder Pfads kann die Optionen und Möglichkeiten in der
Zukunft einschränken oder erweitern. Ein Pfad, der einmal eingeschlagen wurde, kann schwer zu
ändern sein und den weiteren Verlauf des Systems oder Prozesses beeinflussen.

Lock-in-Effekt
Der Lock-in-Effekt ist ein spezielles Beispiel für Pfadabhängigkeit, bei dem eine Entscheidung
oder ein Ereignis das System oder den Prozess auf einen bestimmten Pfad bringt, der schwer zu
verlassen ist. In diesem Fall kann eine anfängliche Investition oder Entscheidung dazu führen,
dass die zukünftigen Optionen eingeschränkt werden oder sogar ausgeschlossen sind. Der Lock-
in-Effekt kann zu einer Art von "Institutionalisierung" führen, bei der es schwierig oder
unmöglich wird, zu einer früheren oder alternativen Entscheidung zurückzukehren.

Forschungsaspekte
Sind Batterriespeicher ein möglicher Lösungsansatz im privaten Sektor zur
Entlastung des Stromnetzes?
Was sind nötige Anrzeie für den privaten Sektor?
Wie gut ist es, dieses Ziel zu erreichen?

Untersuchung von Effekten staatlicher Förderung

Agentenbasierte Modelle ermöglichen die Darstellung eines Systems, welches von
vielen Parameter beeinflusst wird. Durch eine Analyse von kleinen Änderungen
einzelner Einflussgrößen wird es hier möglich, Effekte von finanziellen Anreizen zu
erörtern. Hierbei wird deutlich, dass bereits eine geringe Subventionierung ausreicht
um die Kaufanreize für Solaranlagen mit Batteriespeicher zu erhöhen und einen
erheblichen Beitrag dazu leisten, den zukünftig erhöhten Strombedarf zu decken.

Das Projekt wird im Rahmen einer Masterarbeit im Studium Innovations- und
Nachhaltigkeitsmanagement am Fachbereich für Umweltsystemwissenschaften an der Karl-
Franzens-Univeristät Graz in Betreueung von Ass.-Prof. Dr.rer.nat. BSc MSc Georg Jäger
durchgeführt.

ABM-Tool: NetLogo: Multiagentenprogrammiersprache mit integrierter
Modellierungsumgebung

Agenten: relevante Haushalte in Österreich
Modellierungszeitraum: 15 Jahre
Investitionsentscheidung zwischen PV und PV& Batterie abhängig von

Anschaffungskosten
Strompreis
Einspeisevergütung
Subventionierung

Der Modellkern besteht darin, dass Agenten (Haushalte) eine
Investitionsentscheidung treffen, die für sie in Anbetracht ihrer Situation profitabel
ist.

Durch eine Szenarienanalyse im Rahmen einer One-factor-at-a-time-Analyse können
Auswirkungen von Änderungen der Variablen auf Kaufentscheidung einzelner
Agenten ausgewertet warden. Das in NetLogo integrierte Tool BehaviorSpace
ermöglicht es diese Analysen durchzuführen.

Untersuchung von Effekten verschiedener Einspeisevergütungsstrategien

Die Grafik zeigt die im
Modell erzeugte Energie-
mengen (kWh) der Haushalte
durch Solaranlagen und
Solaranlagen mit Batterie bei
unterschiedlichen
Förderungszuschüssen
(subsidy (€)).

Die Untersuchung von verschiedenen Einspeisevergütungsszenarien zeigt
die Effekte von Senkung der Einspeisevergütung in 25% Schritten ab einem
gewissen Prozentsatz an Solaranlagen im System. Die kumulierten Summen
über die Zeit aufgetragen machen die Strategien auf im System erzeugte
Gesamtenergiemenge vergleichbar.

Eine höhere Subventionierung generiert eine höhere
Investitionsbereitschaft für PV-Anlagen mit Batterie.
Um Rückschlüsse von der Makro- auf die Mikroebene
zu ziehen, wird über den Prozentsatz an Batterien im
Modell Auswirkung auf ganz Österreich berechnet.
Hierbei wird die durch Batterien im Haushaltssektor
erzeugte Energiemenge mit dem E-Mobilität-
Energiebedarf auf nationaler Ebene gegenübergestellt.

Die Berechnung zeigt, dass wenn 100% aller relevanten Haushalte in Österreich einen
Batteriespeicher besitzen diese Kapazität ausreicht, um den täglichen E-
Mobilitätsenergiebedarf aller in Österreich lebenden Menschen zu 17,42% zu decken.

Quelle: Göbendorfer et al. (2023)

Quelle: Eigene Forschung (2023)

Quelle: Eigene Forschung (2023)

Quelle: Eigene Forschung (2023)

Quelle: Eigene Forschung (2023)

Quelle: Eigene Forschung (2023)
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Extended Virtual Acrophobia Treatment

DI Manuel KARNER, BA

BACKGROUND / OBJECTIVE / INTRODUCTION

Virtual Reality is gaining significance, as the pandemic showed 
everyone, that access to certain health care institutions is and 
can be restricted. Therefore, using VR as an enabler and 
supporter in that sector is essential. Additionally, immersion is 
a big topic for VR and indispensable for a believable VR 
experience. [1]

METHODOLOGY

The thesis is focused on the technical implementation of an 
extended virtual reality application via the use of additional 
senses and gamification. As a verification, several tests with 
people were conducted, which were followed by a 
questionnaire after the usage of the application.

RESULTS

The results have shown that creating an application for 
exposure treatment in VR is no trivial task, as VR is not as 
mature as one would expect. Furthermore, the evaluation of 
the questionnaires showed that additional sensorial inputs 
play a big rule for the immersion of a user and gamification 
aspects are a valid approach to bring treatments closer to 
people.

DISCUSSION

An important aspect of this research is, that the application 
was developed with the input of professionals, but it would 
take more feedback loops for a more practical implementation. 
Furthermore, the tests were conducted with a small sample 
size of only ten people. This is a direct implication that the 
results are not applicable for the general public.

Fig. 1: Final Application

An example image of the final application showing the third and most
difficult level.

Fig. 2: Test Setup

The setup for the usability and user testing at FH Joanneum. The whole
shown space was used by the application and wind was simulated via the
fans.

References
[1] Berkman, M.I., Akan, E. (2019). Presence and Immersion in Virtual Reality. In: Lee, N. (eds)

Encyclopedia of Computer Graphics and Games. Springer, Cham.
https://doi.org/10.1007/978-3-319-08234-9_162-1
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Flying has been a dream of humanity since ancient times, and boats are one of the oldest forms of transportation.
Combining these two ideas into one small craft offers the potential for incredibly fast and efficient travel. In two
separate Master's theses, the main wing of such a craft was designed using HPC methods, while the control system
was set up and simulated in MATLAB.

Conducted at eFoiler GmbH in Vienna, the basis for two
theses was the PEAKFOIL eFoil, an electrically-powered
hydrofoil surfboard. Many of the eFoil components are
planned to be incorporated into the boat project.

In the first study, the main wing of the boat was
designed. A preliminary design process was conducted,
basing a lot of the assumptions on data of the rear foil,
which was already available [1]. Some other constraints
were fixed during the concept phase of the boat.
Dimensioning methods from aircraft design and model
aircraft building were applied in this phase. The foil was
then optimized in an iterative process, leading to its final
shape. For said shape, a computerized model was
generated using Computer Aided Design (CAD) tools [2],
thus paving the way for analyses of different kinds.

Different analyses were conducted using Computational
Fluid Dynamics (CFD) [3], leading to a better
understanding of the future performance and behavior
of the foil in real-world conditions. Lastly, a Finite
Element Analysis (FEA) [4] was set up to calculate the
necessary composite layup of the finished product.

Hydrofoil Boat Design
Luis Trojer, Raphael Vierhauser and Gerhard Pirker

Many thanks are due to DI (FH) Andreas Tramposch
PhD, DI Dr. Bernd Messnarz and DI Gerhard Pirker for
supervising the studies, as well as FH JOANNEUM, FFG
and eFoiler GmbH for facilitating and financing the
projects.

The fluiddynamic data from the first study was then fed
into the development of the flight control system, which
was the topic of the second study. As the center of
gravity lies in between the two lifting surfaces, making it
unstable, a sophisticated flight control algorithm is
needed to stabilize the system. To simulate and develop
the necessary control algorithm, the behavior of the
vehicle was simulated in Matlab/Simulink [5]. The
processes and techniques of flight mechanics were
adapted, the optimal control theory was then used to
develop an algorithm that stabilizes the unstable
system. Sensors like an ultrasonic distance sensor, a
static pressure sensor, an attitude and angular rate
sensor are used to gather the states of the vehicle.

Roll limit simulation, depending on the current aileron, flap and elevator positions the rollangle is
decreased by the controller, regardless of the user input to ensure a safe flight envelope

Comparison of the commanded and the actual roll angle during simulation with 
changes of the seating position by one of the drivers (20cm, 70kg)

Rendering of the hydrofoil boat, showing the different components: flight control system
(yellow), propulsion system (red), energy storage (blue) and foil system (black)

Cut through the mesh, showing the higher resolution around the foil, as well as the prism layers
(left) and displacement plot of the aileron when extended (right)

ELECTRIFYING
wo The fluiddynamic data from the first stu

GGG MARINE MOBILITY
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www.sappi.com/karriere
Bewirb dich jetzt!

Gestalte mit uns ein besseres Morgen! 

Uns bei Sappi Gratkorn ist es das wichtigste Anliegen, allen Menschen ein gutes Gefühl  
mit Produkten aus nachhaltigen Ressourcen zu vermitteln, damit wir ein besseres und  
lebenswertes Morgen erreichen. Dabei bringen wir die jahrhundertealte Papierbranche  
mithilfe neuester Maschinen und unter Einsatz spannender Techniken ins Jetzt.
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Interactive Sandscape - explore the interactivity 
of height modeling by shaping your own 
landscape with kinetic sand 

Sandra SCHADENBAUER*, Alexander NISCHELWITZER

This study examines the potential to detect, calculate
and show elevation models on kinetic sand in real time.
Kinetic sand is known for its ability to hold its shape and
be molded into different forms. The Microsoft Azure
Kinect can capture detailed 3D images and with our
software, the elevation model of the sand is calculated
and five layers (from rivers and lakes filled with fishes to
snow-covered mountains) are shown directly as a
projection on the kinetic sand.

* Corresponding author: sandra.schadenbauer@fh-joanneum.at 

Fig. 1: Sand table
Children interacting with the sand table
Image source: Alexander Nischelwitzer

Fig. 2: Sand table arrangement
A: Azure Kinect, B: Beamer, C: Camera (for remote calibration)
Image source: Sandra Schadenbauer

Fig. 4: Remote calibration view
Left: webcam view, right: program view. Wooden blocks are used to match 
the projection and the real sand landscape during the calibration process.
Image source: Sandra Schadenbauer

Another key feature of our development is the possibility
to remote calibrate the challenging interplay between
Microsoft Kinect Azure and the projection. Therefore, a
calibration tool was developed, which allows fine
adjustments of detection and projection with the help of
a web cam and a remote access and remote-control
computer software.

Fig. 3: Digital elevation model
Real time 3D model of the sand table processed by Azure Kinect
Image source: Screenshot of “Azure Kinect Viewer” facing the sand table

Depending on the measured biodiversity of the molded
terrain a specific quantity of birds is flying over the sand,
as well as a light scale indicates the biodiversity from 0 to
100 percent.
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Investigation of Process Influences on the Steel Composition
and Inclusion Modification in Secondary Metallurgy using
Diverse Statistical Learning and Data Mining Methods

Daniel Kavic1,2,3, Michael Melcher1, Christian Bernhard2 and Roman Rössler4

1Institute of Business Informatics and Data Science, FH Joanneum – University of Applied Sciences, Austria •
2Chair of Ferrous Metallurgy, University of Leoben, Austria • 3K1-Met GmbH, Austria • 4voestalpine Stahl Linz GmbH, Austria

Introduction
Secondary metallurgy (SecMet) significantly influences the final alloy composition and non-metallic inclusion modification of

steel. Steel composition affects castability and is decisive for the final product’s subsequent mechanical properties

(e.g., tensile strength, ductility). In general, non-metallic inclusions harm product quality and lower the working life of a

component under dynamic load or accelerate the material’s corrosion. Therefore, liquid steel must satisfy precise compounding

specifications before it is cast. The provided data originate from the following two sources: Firstly, the SecMet process steps,

which start with the tapping of the basic oxygen furnace (BOF) and end with the ladle furnace (LF) treatment,

are continuously monitored and recorded. Secondly, steel samples are taken from the melt at specific times during the

process, and their chemical composition is determined through optical emission spectrometry. A detailed study of the

process and steel composition data to gain new knowledge for future data-driven models are being performed during the ongoing

research. A data evaluation process using descriptive statistical methods was carried out. Subsequently, first statistical

learning and data mining methods (MLR [1], PLS [2]) have been applied to predict the composition of the liquid steel.

Problem Statement
Phenomena Occuring during the Tapping Process
at the BOF

� Entrainment of (FeO)-rich slag must be kept at a minimum - Al, Si

oxidation and P recovery can occur.

� Absorption of N2 from the atmosphere.

� Alloying and addition of treatment slag for the SecMet.

Schematic representation of the occurring events at the tapping pro-

cess of the BOF after [3].

The Ladle Furnace (LF) – Typical Treament
Options and Sequence for the Liquid Steel

� Temperature measurements [°C]
� Argon (Ar) stirring quantity and duration [m³/h]
� Heating amount and duration [kWh]

� 32 different alloy additions [kg]

Schematic representation of a ladle furnace.

Approx. 9000 heats, which were treated exclusively by a ladle
furnace, are available for investigation. The following steps
describe the progress up to the present stage:

1. Comprehensive data preparation was performed to completely

cleanse the data of artifacts and remove inconsistencies. In ad-

dition, a final data set was created that combines both process data

and chemical analysis.

2. Descriptive statistic, in which the dispersion and location measures

of all alloying elements and process related interventions were in-

vestigated.

3. Due to the high variability of the process control, a simplified data

set was generated. The sequential order of the process influences is

not taken into account in this new data set.

4. Development and evaluation of the first statistical learning and data

mining models.

Results - Descriptive Statistics
Exemplary presentation of the results on the basis
of niobium
2759 grades have been alloyed with niobium and show a very
significant increase. FeNb serves as the main alloying agent.

Initial niobium (Nb) content during tapping process (left) and after

the LF treatment (right).

The figures clearly show that the addition of FeNb is measur-
able. In addition, the increases vary greatly depending on the
operating conditions and the composition of the steel.

Absolute change in niobium (Nb) content between the first and last

specimen (left) and the relative change per kg FeNb addition (right).

Train- and Validation Data Set
It was important to ensure that all grades were represented

in each data set. A 70 - 30% split was performed.

Results - MLR and PLS
In the Multiple Linear Regression (MLR), variable

selection was performed based on a forward selection. Two

independent variables were selected: Initial content of niobium

and the alloy additive FeNb.

True vs. predicted values for niobium (Nb) using MLR.

Partial Least Squared (PLS) provided 5 components as

a result of the component variation process.

MSE against the number of components used in PLS.

True vs. predicted values for niobium (Nb) using PLS.

Both methods show excellent predictive power. However,

MLR is more suitable because the coefficients are easily ex-

tractable and thus can be used for the thermodynamic models.

Summary and Outlook
The described procedure and the evaluation on the basis of a multiple linear or
PLS model have already been carried out on other elements (see table on the
right). Excellent results with R2 values of 0.9 and more could be achieved for
most of the studies. Future steps will be the use of further statistical learning and
data mining methods (e.g., Random Forest [4], PCR [5], Ridge [6] and Lasso [7]
Regression, ...) to predict the alloy composition. Finally, the results of the models
will be compared. After successfully predicting the alloying elements, the focus
will lie on the inclusion modification.

At this point I would like to thank my supervisors for their contribution
and the industrial partners for making this work possible.

Table: Summary of the results to date.

* in wt.-% MLR PLS

Element R2 MAE* R2 MAE*

C 0.96 3e-3 0.96 4e-3

Mn <1.25* 0.99 0.013 0.98 0.0120

Nb 0.93 3e-3 0.94 0.028

Ti 0.89 2e-3 0.75 0.003

Cr 0.92 3e-4 0.65 0.032

Contact
Daniel Kavic, BSc
Junior Researcher
Chair of Ferrous Metallurgy
University of Leoben
8700 - Leoben, Austria
Email: daniel.kavic@unileoben.ac.at
Phone: +43 680 232 242 8
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Landform Detection on Mars 
Using a U-Net Architecture
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4. First results

5. Outlook 6. References
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Pit Crater

Figure 2: Comparison between a crater and a pit [2]. 

Main questions:
Considering first a binary segmentation and then multi-class 
object segmentation and classification, how well do these 
models perform?

Sub questions:
How can we use meta data, image background information, 
longitude/latitude information, ect. to improve the model´s 
performance? 
What data augmentation strategies prove useful to enrich the 
data set?

2375 total images
1914 pits (4 different types)
461 craters 
Data augmentation: image with different spatial resolution

The detection and classification of landforms on planetary 
surfaces is a time-consuming task which deeply relies on 
expert knowledge. Such a process can be partially automated 
and optimized in a resource-efficient way using image 
segmenting algorithms [1]. By classifying the surface into 
different landforms, such as volcanic craters, asteroid impacts, 
dunes, and more, several analyses can be performed, for 
instance the widely used crater counting age estimation 
method [3].
In this work, a multi-class image segmentation algorithm is
presented, which is based on a U-Net convolutional neural 
network architecture. U-Nets classify each pixel of a given 
input image and can thus produce segmentation masks for 
various landforms. Given that enough labeled data is 
available, such a classifier can replace manual detection and 
classification, thereby saving resources by providing a fast 
method for landform detection.

1.1 Abstract

1.2 Research questions

4.1 Binary segmentation

4.2 Crater/Pit segmentation

F1-Score
Background: 0.99
Object: 0.92

F1-Score
Background: 0.99
Pit: 0.88
Crater: 0.77

Figure 3: U-net trained on a binary segmentation problem. Comparison between the real and 
the predicted mask.  

Figure 4: U-net trained on a multi-class segmentation problem. Comparison between the real 
and the predicted mask. (crater in orange and pit in red)

Post-processing: Majority voting when multiple objects 
occur in one object Crater wins in Figure 4

Adding additional landform types 
Construct a segmentation pipleline for large images 

Break down the image into smaller images
Use a sliding window and predict mask
Get the final prediction with IOU

Split segmentation and classifcation 
Use two distict networks 
U-Net for segmentation
Vanilla CNN or YOLO for classification 

[1] C. Lee, J. Hogan (2017). Automated crater detection with human level performance. 
Computers & Geosciences. Volume 147. https://doi.org/10.1016/j.cageo.2020.104645.
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Figure 1: Proposed U-Net model visualized [4]. 
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This master’s thesis is part of the research project CCharging
Rushhour conducted between November 2021 and October
2022 at the Institute of Environmental Systems Sciences at
the University of Graz. The project identified the impact of
the charging demand of a fully eelectric private vehicle fleet
on the electric grid in Styria. It employed an agent-based
model written in Python1. Charging Rushhour was funded
by the Government of Styria and the results will be
published in two scientific papers.

The ffirst publication covers the agent-based model as well as immediate effects of the
charging demand of an entirely electric vehicle fleet on the grid1. This paper is currently
in review, whereas the ssecond publication is in the writing stage. It includes a scenario
analysis of different policy measures to reduce the peak electricity demand present at the
“charging rush hour”2. If combustion engine vehicles in private mobility are fully
replaced by battery electric vehicles, there will be considerable electricity demand of up
to 80% above what the grid currently needs to handle1. Different policy measures can lead
to peak shift and demand distribution2.

The aim of this mmaster’s thesis is to complement the conducted research and determine
additional factors requiring consideration when enabling a sustainable mobility system
on a regional scale. The agent-based model from the research project will be adapted and
expanded to answer the research question: Which rebound effects arise from this drastic
shift and how to mitigate them? The time span and physical area considered in this thesis
are identical with Charging Rushhour, i.e., in the federal state of Styria until the year
2040. Nevertheless, the development of the mobility system until 20303,4 and 220355,
respectively, is highly relevant for this thesis as significant changes within the mobility
system need to take place within the next years. This urgency is justified by the decision
of the European Commission to stop the licensing of new combustion engine vehicles by
the year 2035 with intermediate targets for 20305.

The main goal of this thesis is to model different possible rrebound effects resulting from
this drastic shift and to suggest appropriate ppolicy measures to mitigate or prevent them.
Affected areas beyond the electric grid such as traffic volume, congestion and shifts in
the mode of transport will be considered. The impact of different demographic factors
represented in the survey on the driving behavior and charging demand during the day
will be investigated. Sources include the survey Österreich Unterwegs 2013/146, its result
report7 and the extension report on mobility behavior8 available through the Federal
Ministry for Climate Action, Environment, Energy, Mobility, Innovation and Technology.

The master’s thesis will contain a thorough explanation of the agent-based model created
for the research project as well as any amendments thereof. Furthermore, to answer the
research question different sscenarios will be implemented to investigate changes within
the mobility system including rebound effects. The scenarios are then compared and
analyzed regarding their robustness, relevance and interconnectedness. The research is
concluded by a sensitivity analysis of the input parameters. Finally, possible mitigation
and prevention approaches are suggested in the form of policy measures.

The agent-based model created for Charging Rushhour is based on real-world data
compiled from about 38,000 participants of the survey ÖÖsterreich Unterwegs 2013/2014.
It therefore contains anonymized sociodemographic data including municipality codes,
household sizes, travel modes and vehicle sizes, among others6. Additionally, Austrian
electricity demand data accurate to the minute is obtained from operating statistics9.

The aagent-based model is written in Python and consists of agents that are representative
of the population of Styria. The agents travel various numbers of paths per day, of which
the frequency, duration, length, starting point and destination are derived from the
survey data6. The agents then charge their electric vehicles at a predetermined time of
day. This is assumed to be usually after the last travel of the day1, however other
scenarios are also possible2. Charging is considered to occur at a constant charging rate
and the ccharging process is finished once the electric energy used for traveling is
recovered1,2. The daily overall electricity demand accurate to the minute9 is used as a
basis to determine the effect of the charging demand on the grid. Styrian municipalities
are grouped into urban, suburban and rural areas to compare their charging demand1.
Additionally, some percentage of agents can exhibit a scenario-dependent individual
behavior such as charging their vehicles at different times or working from home2.

The model currently yields
results based on the effects of
different bbehavioral changes
on the charging demand. The
results are displayed as an
electricity demand curve
throughout an entire day
with the demand given in
gigawatts. Charging times are
slightly randomized while
preserving the overall data
structure to prevent artefacts.
Model runs with the same
parameters therefore do not
produce identical results1,2.

The changes needed to restructure the mobility system and the urgency at which they
must take place are considerable motivation for this thesis. There does not seem to be
substantial research on rebound effects related to private electric mobility in Styria yet3,4.
On the rregional and local scale, rebound effects are not mentioned in mobility
strategies3,10 and are consequently presumed to be currently not under investigation. This
presents a research gap which this thesis aims to fill through agent-based modeling with
a focus on individual behavior, resulting effects and suggestions for policy measures.

This master’s thesis is currently in its early stages, nevertheless it is clear from the data
sources that there is a lack of current high-resolution behavioral data3,6,9,10. The dataset of
the survey Österreich Unterwegs 2013/2014 thus remains integral to this agent-based
modeling approach despite its data not reflecting the increased usage of electric vehicles
within the last ten years.

I would like to thank Ass.-Prof. Dr. Georg Jäger from the Institute of Environmental
Systems Sciences for the supervision and guidance in the research project Charging
Rushhour as well as in this master’s thesis. As a student assistant in the research project,
I appreciated the professional work atmosphere and collegiality very much. Therefore, I
would also like to thank my colleague Milica Savanovic for the cooperation in the writing
process of the scientific publications. Additionally, I would like to extend my gratitude
towards Ass.-Prof. Dr. Georg Jäger and Christian Jin for feedback on this poster.

The eelectricity demand peak in the late afternoon and early evening hours is considerable
if individual driving behavior and therefore assumed charging behavior remains
constant1,2. The increase in travel of shorter distances of up to three kilometers only
slightly increases the overall electricity demand as depicted in the top diagram. In the
diagram below, the increase in leisure travel does significantly increase the charging
demand. This leads to a considerably higher electricity demand in the evening and at
nighttime if no counter-measures are taken. Both scenarios display possible behavioral
changes associated with rebound effects such as the increased usage of battery electric
vehicles on certain travels. This could be explained by reduced travel costs, wider
accessibility or electric vehicles being perceived as more environmentally friendly.
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Die Instandhaltung von Radsätzen ist einer der si-
cherheitskritischsten und kostenintensivsten Vorgän-
ge von Eisenbahnsystemen und muss gut geplant wer-
den. Daher haben die Überwachung und Bewertung 
des Radsatzzustands einen großen Einfluss auf die
Wartungsstrategien und deren Kosten.

Die unterschiedlichen Zustände können zu unterschiedli-
chen Wartungsereignissen führen. Eines der wichtigsten 
Wartungsereignisse ist die Reprofilierung der Radsätze. 
Es wurde die Hypothese aufgestellt, dass der Zustand 
und die Notwendigkeit einer Reprofilierung auf Basis 
historischer Messdaten in Kombination mit den aufge-
zeichneten Wartungsereignissen durch Data-Science 
Modelle vorhergesagt werden können. Als Vorgehens-
modell wurde hierfür das CRISP-DM gewählt, welches 
einen strukturierten Ablauf für Data-Science-Projekte 
bietet.

CRISP-DM ALS 
VORGEHENSMODELL

EINLEITUNG

ALGORITHMEN

Data

Business
Understanding

Data
Understanding

Data
Preparation

Modeling

Evaluation

Deployment

Linear Regression

Gradient Boosting

Neural Networks

Decision Trees

Genetic Programming

TECHNOLOGIEN

Das CRISP-DM definiert einen Regelkreis, der sich zu 
Beginn ganz klar mit dem Verständnis des Geschäfts-
umfeldes und der Daten beschäftigt. Erst nach diesen 
essenziellen Schritten wird mit der Datenaufbereitung 
begonnen. Auf Grundlage der Daten werden verschie-
dene Algorithmen angewandt. Die Ergebnisse werden 
evaluiert und als Modell zur Verfügung gestellt.  

ERGEBNISSE
Die Genauigkeit der Verschleißprognosen übertraf die 
Akzeptanzgrenze der damit arbeitenden User. Die Er-
gebnisse lassen sich daher wissenschaftlich und prak-
tisch verwerten. Einerseits wurde gezeigt, dass durch 
den systematischen Ansatz die großen Datenmengen 
sinnvoll erfasst, verarbeitet und transformiert werden 
konnten, andererseits lieferten die Modelle nicht-trivia-
le Erkenntnisse für die Lebensdauervorhersage.

Quellen:
Chapman et al. (2000), CRISP-DM 1.0: Step-by-step data mining guide 

Bevan et al. (2013), Optimisation of wheelset maintenance using whole-system cost 
modelling. Proceedings of the Institution of Mechanical Engineers, Part F: Journal of Rail 
and Rapid Transit 227 (6), 594–608

Zeng et al. (2021), An Optimal Life Cycle Reprofiling Strategy of Train Wheels Based 
on Markov Decision Process of Wheel Degradation. IEEE Transactions on Intelligent 
Transportation Systems, 1–11

Vorhersage von 
Radsatz-Reprofilierungen 

durch künstliche Intelligenz
BACHELORARBEITING. FLORIAN LEBER, BA •
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