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Modelling of High Temperature Polymer Electrolyte Fuel Cells
by Qing Cao

Abstract
Fuel cells are energy conversion devices that generate electricity and heat through electrochemical reac-
tions involving hydrogen and oxygen. They are divided into different types according to the electrolytes
and the operating temperatures. One promising fuel cell type, which can be used as an on-board power
supply in trucks or airplanes, is the high-temperature polymer electrolyte fuel cell (HT-PEFC). In a HT-
PEFC, phosphoric acid-doped polybenzimidazole is employed in the electrolyte. The typical working
temperature of this fuel cell type is between 150 °C and 180 °C.

The aim of this thesis is the 3D modeling of HT-PEFC at the cell level, in order to better understand the
physical and electrochemical processes within the cell. The open-source software OpenFOAM is used
as a platform for model development. Four models were implemented to describe different phenomena.

• The first model describes electrochemistry with effective parameters related to the geometric sur-
face of the catalyst layer. Mass transfer in the porous gas diffusion layer is represented by a simple
Fick’s law approach.

• The second model employs a macrohomogeneous approach for the description of electrochem-
istry, whereby the penetration depth of the electrochemical reaction in the catalyst layer is consid-
ered to be a function of the current density.

• A mathematical description of water transport from the cathode side to the anode side of the
phosphoric acid doped polybenzimidazole membrane, during fuel cell operation, is depicted in the
thirdmodel.

• The fourth model compares gas transport in the gas diffusion layer, as described by a Stefan-
Maxwell approach, with the gas transport according to model 1, above.

The mathematical models developed in the present work were validated by comparison of the numer-
ical calculations with experimental data and analytical solutions. Two different cell geometries were
considered: a cell with parallel straight channels, with an active area of 0.2 cm2, and a 50 cm2 cell,
with meandering (serpentine) channels. The results of performance calculations in terms of the distri-
butions of local species, velocity, temperature and current density, under different operating conditions
are presented and discussed in detail. The results show the influence of mass transport-inhibition by
mechanical compression of the gas diffusion layers under the ribs on the local gas partial pressure, as
well as on the current density distribution. Furthermore it is shown that, under the present situation, the
description of the diffusion species in the gas diffusion layer, by means of a Maxwell-Stefan formulation,
is essentially the same as one by means of the Wilke approach. The macrohomogeneous approach
for the description of electrochemistry in the catalyst layer, desrcibed in the second model, results in a
more homogeneous current density distribution compared to the surface-oriented approach from model
1. The significance of water transport through the membrane from the cathode side to the anode side
is also described and discussed. Phosphoric acid concentrations, which are caused by water produc-
tion and water transport, differ on the anode and cathode sides of the membrane. On the anode-side
boundary surface between the membrane and catalyst layer, a 95.3% phosphoric acid concentration is
observed. On the cathode side, a value of 93.9% is obtained. These results are in good agreement with
experimental data.
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Modellierung von Hochtemperatur-Polymerelektrolyt-Brennstoffzellen
von Qing Cao

Kurzfassung
Brennstoffzellen sind Energiewandler die durch elektrochemische Reaktionen von Wasserstoff und Sauer-
stoff Strom und Wärme erzeugen. Sie werden nach den verwendeten Elektrolyten und den Betriebstem-
peraturen in verschiedene Typen eingeteilt. Ein vielversprechender Brennstoffzellentyp, der als Bord-
stromversorgung in Lastkraftwagen oder Flugzeugen eingesetzt werden kann, ist die Hochtemperatur-
Polymerelektrolyt-Brennstoffzelle (HT-PEFC). In einer HT-PEFC wird phosphorsäure-dotiertes Polyben-
zimidazol als Elektrolyt eingesetzt. Die typische Arbeitstemperatur dieses Brennstoffzellentyps liegt
zwischen 150 °C und 180 °C.

Ziel dieser Arbeit ist die 3D-Modellierung von HT-PEFC auf Zellebene, um das Verständnis der physikalis-
chen und elektrochemischen Prozesse innerhalb der Zelle besser zu verstehen. Als Basis für die Mod-
ellentwicklung kommt die Open-Source Software OpenFOAM zur Anwendung. Vier Modelle wurden
implementiert, um verschiedene Phänomene beschreiben zu können.

• Im ersten Modell wird die Elektrochemie mit effektiven auf die geometrische Fläche der Katalysator-
schicht bezogenen Parametern beschrieben. Der Stofftransport durch die poröse Gasdiffusion-
slage wird durch einen Fickschen Diffusionsansatz dargestellt.

• Das zweite Modell verwendet einen makrohomogenen Ansatz zur Beschreibung der Elektro-
chemie wodurch die Eindringtiefe der elektrochemischen Reaktion in der Katalysatorschicht als
Funktion der Stromdichte berücksichtigt werden kann.

• Die Beschreibung des Wassertransportes von der Kathodenseite zur Anodenseite durch die phos-
phorsäuredotierte Polybenzimidazolmembran während des Brennstoffzellenbetriebs wird im drit-
ten Modelle abgebildet.

• Das vierte Modell vergleicht den Gastransport in den Gasdiffusionsmedien, beschrieben durch
einen Stefan-Maxwell Ansatz, mit dem Gastransport entsprechend Modell 1.

Die in der Arbeit entwickelten mathematischen Modelle wurden durch Vergleich der numerischen Sim-
ulationsergebnisse mit experimentellen Daten und analytischen Lösungen validiert. Zwei verschiedene
Zellgeometrien wurden betrachtet: Eine Zelle mit parallelen geraden Kanälen, einer aktiven Fläche von
0,2 cm2 und eine 50 cm2 -Zelle mit mäandrierenden Kanälen. Die Simulationsergebnisse der lokalen
Spezies-, Geschwindigkeit-, Temperatur- und Stromdichteverteilung bei verschiedenen Betriebsbedin-
gungen werden vorgestellt und detailliert diskutiert. Die Ergebnisse zeigen den Einfluss der stofftrans-
porthemmenden Kompression der Gasdiffusionslagen unter den Stegen sowohl auf die lokale Gaspar-
tialdruckverteilung als auch auf die Stromdichteverteilung. Weiterhin wird gezeigt, dass unter den vor-
liegenden Betriebsbedingungen die Beschreibung des diffusiven Stofftransportes in der Gasdiffusion-
slage, im Rahmen einer Maxwell-Stefan-Formulierung, einer Beschreibung mittels eines Wilke Ansatzes
äquivalent ist. Der im zweiten Modell entwickelte makrohomogene Ansatz zur Beschreibung der Elektro-
chemie in der Katalysatorschicht resultiert in einer homogeneren Stromdichteverteilung im Vergleich zu
dem flächenbezogenen Ansatz aus Modell 1. Die Relevanz des Wassertransportes durch die Membran
von der Kathodenseite zur Anodenseite wird ebenfalls demonstriert. Die sich aufgrund der Wasserpro-
duktion und des Wassertransportes einstellende Phosphorsäurekonzentrationen unterscheiden sich auf
Anoden- und Kathodenseite. An der anodenseitigen Grenzfläche von Membran und Katalysatorschicht
ist eine 95,3 prozentige Phosphorsäurekonzentration beobachtbar. Auf der Kathodenseite ergibt sich
ein Wert von 93,9%. Diese Ergebnisse stimmen qualitativ gut mit experimentellen Daten überein.
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Chapter 1. Introduction

1 Introduction

1.1 Motivations and objectives

Since the industrial revolution, the major energy source of human industry has been fossil fuels.
In recent years, with the development of industry and the increasing of population, two aspects
of the energy crisis have been performed: 1) energy shortage, which is caused by continuous
consumption of fossil fuels [1]; 2) climate change, which is caused by dramatically increasing
of the greenhouse gases emission [2].

As a clean energy-converting device, the fuel cell has attracted considerable attention over the
past decade. As a membrane reactor, fuel cell directly converts the chemical energy into the
electrical energy through the electrochemical reaction. It ensures a stable supply of energy and
has been used in many applications, such as portable, mobile and stationary power generation.
Compared to the classic power sources, such as internal combustion engine (ICE), fuel cell
shows the following advantages: 1) the process of the fuel cell is not restricted to the Carnot
cycle; it means that fuel cell has a higher efficiency than ICE; 2) fuel cell doesn’t have moving
parts, it means that fuel cell operates silently and the maintenance is simple; 3) if the pure
hydrogen is utilized as fuel for the fuel cell, the only products are water and heat, there is no
emission of greenhouse gas.

According to the different electrolyte and operating temperature, fuel cell can be classified
in many varieties: alkaline fuel cell (AFC), direct methanol fuel cell(DMFC), proton exchange
membrane fuel cell (PEFC), phosphoric acid fuel cell (PAFC), molten carbonate fuel cell (MCFC),
solid oxide fuel cell (SOFC), etc.

In the application area of mobile power supply, the industry shows a keen interest of PEFC.
In 2015, Toyota and Hyundai began selling numbers of PEFC vehicles on the market. These
vehicles operate with PEFC-battery systems. PEFC stack produces electricity from pure hydro-
gen for driving the electromotor; battery stores electricity recovered during deceleration, and
then adds to the output during acceleration. Nevertheless, in the case of vehicles, the produce,
distribute, store of hydrogen are major issues [3]. The infrastructure of hydrogen in most of the
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1.1. Motivations and objectives

countries like Germany is under development. It can be expected that the petroleum-based
fuels, such as diesel and kerosene, are still the primary sources of energy for vehicles, ships,
and aircraft in short to medium term.

For using the petroleum-based fuels more efficiently and improve the idling efficiency of ICEs,
the fuel-cell-based auxiliary power units (APU) is proposed as an attractive bridge technol-
ogy. Through an on-board fuel reformer, the liquid fuel is converted into reforming gas. The
reforming gas contains besides H2 mainly H2O, CO2, N2 and CO [4, 5]. However, the CO
molecules can adsorb on the surface of Pt and decrease the performance by blocking the ac-
tive sites [6, 7]. In the case of PEFC, the feed gas can poison the Pt/C catalyst with only 5-10
ppm CO [8]. Therefore, the operating of PEFC-based APU requires high-quality gas cleaning
devices to remove the CO. That brings a high system complexity.

Furthermore, the water management is a delicate issue of PEFC. In the case of bad water
management, the Nafion membrane might be dehydrated, or the gas diffusion layers and gas
channels might be flooded. It fetches the decreasing of the performance and stability of the
system.

An alternative technology is high-temperature polymer electrolyte fuel cell (HT-PEFC) based
APU. The idea of HT- PEFC is to take both benefits of PEFC and the classical phosphoric acid
fuel cells (PAFC) and leave their weaknesses. HT-PEFC has the similar structure with PEFC
and uses the phosphoric acid-doped polymer as the electrolyte. This device has an operating
temperature between 150 °C and 180 °C [9, 10] and shows several advantages compared to
PEFC:

• It has a higher CO tolerance than PEFC. Under the typical operation temperatures the
CO tolerance of HT-PEFC is around 1-2% [11].

• There is no flooding of water in gas channels and porous layers.

• Humidification is not required [12].

• The membrane has a promising proton conductivity at the temperature above 100 °C [13].

HT-PEFC based APU systems designed for using diesel and kerosene are developed in Juelich.
These systems contain besides HT-PEFC stack mainly the autothermal reformer, the water-gas
shift reactor, and the catalytic burner. Compared to the PEFC system, the HT-PEFC system
shows a much simpler system design. The net system efficiency of the HT-PEFC based APU
system is in the order of 22% [5], which is higher than the conventional, ICE-powered APUs (in
the order of 10%-20%) [14].

10



Chapter 1. Introduction

The goal of the present thesis is the 3D-modelling of HT-PEFC on cell level by using the com-
putational fluid dynamics (CFD) technology, to improve the understanding of the physical phe-
nomena in the cell and make the contribution to the development and optimisation of HT-PEFC.
For achieving this goal, four models are developed in this thesis: a basic model and three ex-
tend models. In the basic model, through calculations of conservation of mass-, momentum-,
species and heat transfer, the temperature, the pressure, the velocity of the gas mixture and
the distribution of the species in the gas channels and GDLs are characterised. Meanwhile, the
electrochemical equations are implemented at the interface between the MEA and the GDL, to
allow for calculations of the overall electrical performance and the local current density distribu-
tion of the cell.

The other three models are respectively focussed on the transport losses of oxygen and protons
in the catalyst layer, the water cross over in the membrane and the multicomponent diffusion
in the GDL and gas channels. These models provide the advanced understanding of the mass
transfer of the HT-PEFC.

An open source software (OpenFOAM [15]) based on finite volume method is employed for
implementing the models. It provides high transparency and extensibility. The workflow of the
modelling work contains mainly four steps: 1) establish the mathematical models; 2) establish
the geometries and meshes; 3) solve the transport equations using OpenFOAM; 4) visualisa-
tion, validation and analysation of the results.

11



1.2. Organization of this thesis

1.2 Organization of this thesis

This thesis is organised as follows:

In Chapter 1, the working principle, the components, the thermodynamic and the polarisation
curve of the HT-PEFC are introduced. Additionally, the state of the research of PEFC/HT-PEFC
modelling is reviewed.

In Chapter 2, the governing equations are introduced in detail. Four models are presented
in this chapter: a basic model, a macro-homogeneous model, a water transfer model and
a multicomponent diffusion model. The 3D geometries, meshes, boundary conditions and
discretization methods are also shown in Chapter 2.

The numerical results are presented in Chapter 3:

Section 3.1 presents the mesh independence studies of the single-channel mesh and the ser-
pentine mesh.

Section 3.2 contains the results of the simulations with the single channel pair. The results of
the basic model and the multicomponent diffusion model are shown. The numerical study of
compression effect of GDL is also presented.

Section 3.3 contains the results of the simulations with the single cell with serpentine flow
field. The basic model and the macro-homogeneous model are validated and compared. The
performance of the water transfer model is also shown.

Chapter 4 presents the discussion of the numerical results.

Chapter 5 contains the conclusions of this thesis.

Appendix introduces the experimental data used for the parameter fitting and the mathematical
derivation of the matrix form of Maxwell-Stefan relationship.

12



Chapter 1. Introduction

1.3 Working principle and components of the HT-PEFC

Figure 1.1: The basic structure of HT-PEFC.

The basic structure of an HT-PEFC is presented in Figure 1.1. As shown, HT-PEFC mainly
consists of bipolar plates (BPPs), Gas diffusion layers (GDLs), catalyst layers (CLs) and a
phosphoric acid doped membrane. It is worth to note that, other necessary hardware of an
HT-PEFC such as current collectors, coolant supplies and gaskets are not shown in Figure 1.1,
and they are also not implemented in the modelling work.

When the HT-PEFC is running, the fuel and air are delivered through the gas channels. Then
the gases move through the porous GDL to catalyst layers. In the anode catalyst layer, a hy-
drogen molecule splits into two protons and two electrons. These protons move further through
the membrane to the cathode side. In the cathode catalyst layer, the protons react with oxygen
and produce water. The generated electrons flow through an external circuit from the anode to
the cathode. The electrochemical reactions are as follows:

Anode reaction:

H2 → 2 H+ + 2 e− (1.1)

13



1.3. Working principle and components of the HT-PEFC

Cathode reaction:
1
2 O2 + 2 H+ + 2 e− → H2 O( g) (1.2)

Overall reaction:

H2 + 1
2 O2 → H2 O( g) (1.3)

Reaction 1.1 is called hydrogen oxidation reaction (HOR) and Reaction 1.2 is called oxygen
reduction reaction (ORR). The cell performance is strongly limited by the kinetics of ORR and
the mass transfer (proton and oxygen) in ORR reaction zone [16, p.11].

The functionalities and the physical properties of the components of HT-PEFC are introduced
in the following paragraphs.

Bipolar plates Bipolar plates provide space for gas channels and electrical pathway. The
material of bipolar plates must satisfy the following requirements: 1) high electric conductivity,
to minimize the electrical loss; 2) high chemical stability, to avoid the corrosion caused by acid;
3) mechanical strength, to prevent the damage under stress; 4) impermeability to gases, to
prevent the gas leakage. A reliable material is a graphite composite material. Most of our
in-house cells use graphite as bipolar plates.

Figure 1.2 displays two typical graphite bipolar plates with serpentine flow field design. How-
ever, graphite brings two drawbacks: 1) for series production, graphite brings additional pro-
cessing cost compared with metal; 2) the porous structure of graphite can uptake a part of
phosphoric acid that is originally in the membrane [17]. That limits the cell performance and
durability.

An alternative device is a metallic bipolar plate. It requires the coating of bipolar plates. Without
coating the corrosion effect becomes critical, and a passive layer will be built on the surface of
the plates and will reduce the electrical conductivity dramatically [18].

Gas diffusion layer The GDL allows the reactant gas to move to the reaction zone by the
diffusion and convection. The generated water can also pass through the GDL into the gas
channels. Additionally, the GDL provides the electrical contact, and the electrons can pass
through the GDL to bipolar plates. The GDL normally consists of carbon fiber paper (Fig-
ure 1.3), which can be considered as a porous solid matrix. The diameter of one carbon fiber
is typically less than 10 µm, and the thickness of the whole carbon paper is in the range from
100 µm to 300 µm [19]. The GDL applied in the Jülich HT-PEFC is a commercial one with the
thickness of 257 µm.

14



Chapter 1. Introduction

Figure 1.2: Graphite bipolar plates of the single cells for laboratory testing.

Figure 1.3: Photograph of a GDL used in HT-PEFC.

When the GDL is mounted in HT-PEFC, some material properties will locally change due to
the mechanical stress. Figure 1.4 shows the SEM photo of a channel-rib scenario of a GDL
embedded in a fuel cell. One can see that the thickness of the GDL under the ribs are smaller
than the GDL under the channels. The porosity and permeability under the ribs also changed
correspondingly.

Catalyst layer Two catalyst layers (anode CL and cathode CL) are located between the GDLs
and the membrane. The combination of the CL and the GDL is known as the gas diffusion
electrode (GDE). The catalyst layers consist of the catalyst, catalyst supports, and binders.
The catalyst of HT-PEFCs can be pure Platinum (Pt), or Pt alloy. In recent years, Pt alloy
attracted much attention due to its economical cost and excellent stability [20, 21], although
pure Pt still shows a higher activity for HT-PEFC. Carbon blacks are usually used as the catalyst
support, and the polytetrafluoroethylene (PTFE) are typically used as the binder for HT-PEFC.
The thickness of CL is in the range from 20 µm to 120 µm [22, 23]. The diameter of the Pt/C

15



1.3. Working principle and components of the HT-PEFC

Figure 1.4: Channel-rib scenario of a GDL embedded in a fuel cell. Reprinted from [19], with
the permission from Elsevier.

particles applied in the Jülich HT-PEFC is 2.7 nm.

Membrane The membrane offers a pathway for protons from the anode to the cathode. It also
prevents any gas passing through the MEA. The composition of the membrane is a thermoplas-
tic polymer doped with the concentrated phosphoric acid. The polymer is typically poly(2,2’-m-
phenylene-5,5’-bibenzimidazole) (PBI), which has an excellent chemical and thermal stability
and mechanical strength. The melting point is above 600 °C [24]. Previous studies show
that the proton conductivity of the phosphoric acid-doped PBI membrane reaches maximum
in the range of 85 wt % (weight percent) of phosphoric acid [13, 25]. The thickness of a dry
PBI-membrane is in the range from 30 µm to 100 µm [13, 26, 27]. One alternative of the PBI
membrane is the poly(2,5-benzimidazole) (ABPBI) membrane. The membrane employed in the
Jülich HT-PEFC is the phosphoric acid doped ABPBI membrane, which is offered by company
Fumatech. The thickness of this membrane is in the range from 50 µm to 60 µm. The thermal
stability is up to 500 °C. The chemical structures of PBI and ABPBI are presented in Figure 1.5:
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Chapter 1. Introduction

Figure 1.5: Chemical structures of PBI (left) and ABPBI (right).

1.4 Thermodynamic and polarization curve

Thermodynamiclly, the enthalpy change for a chemical reaction of HT-PEFC can be expressed
as [28, p.20]:

ΔH = ΔG+ TΔS (1.4)

where
ΔH = enthalpy change of a reaction (kJ mol−1)
ΔG = Gibbs free energy change of a reaction (kJ mol−1)
T = reacting temperature (K)
ΔS = entropy change of a reaction (kJ mol−1 K−1)

Maximum theoretical efficiency (thermodynamic efficiency) of HT-PEFC is defined by:

ηmax = ΔG
ΔH (1.5)

where
ηmax = thermodynamic efficiency (-)

For reaction of HT-PEFC (Reaction 1.3) under the standard condition (i.e., 1 atm and 298 K ),
the thermodynamic efficiency of HT-PEFC is defined by:

η0
max = ΔG0

ΔH0 (1.6)

where
η0
max = thermodynamic efficiency under the standard condition (-)

ΔG0 = Gibbs free energy change of a reaction under the standard condition (kJ mol−1)
ΔH0 = enthalpy change of a reaction under the standard condition (kJ mol−1)

Under the standard condition, ΔG0 equals to -228.6 kJ mol−1, ΔH0 equals to -241.8 kJ mol−1

for water vapor. Maximum theoretical efficiency reaches 94.5 %, which is much higher than the
efficiency of a heat engine.
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1.4. Thermodynamic and polarization curve

When all the Gibbs free energy of Reaction 1.3 is converted to electrical energy, the thermody-
namic voltage of HT-PEFC under the standard condition is defined as:

E0
th = ΔG0

2F (1.7)

where
E0
th = thermodynamic voltage of a reaction under the standard condition (V)

F = Faraday constant (C mol−1)

However, the majority of the operating conditions of HT-PEFC are not the standard condition.
The theoretical open-circuit voltage of the HT-PEFC, also known as Nernst voltage, is a function
of temperature and pressure:

ENernst = −ΔGT

2F − RT

2F ln( p̃H2O

p̃H2 p̃
0.5
O2

) (1.8)

where
ENernst = Nernst potential (V)
ΔGT = Gibbs free energy change of a reaction at the operating temperature (kJ mol−1)
p̃H2O, p̃H2 , p̃O2 = normalized partial pressure (pi / p0) of H2O, H2 and O2 (-)

In practice, the cell voltage is not equal to the Nernst voltage, since there are voltage losses
during the operation. The plot of cell voltage against current density is called polarisation curve,
which is the standard method for characterising the performance of an HT-PEFC. A typical
polarisation curve is shown in Figure 1.6.

The voltage losses can be classified into three categories: the activation overpotential, the
ohmic overpotential and the concentration overpotential. The cell voltage is therefore written
as [29, p.70]:

Ecell = ENernst − ηact − ηohm − ηconc (1.9)

where
Ecell = cell voltage (V)
ηact = activation overpotential (V)
ηohm = ohmic overpotential (V)
ηconc = concentration overpotential (V)

ηact is caused by overcoming the activation energy barrier of the chemical reaction, which can
occur at both anode and cathode. Since the oxygen reduction at the cathode (ORR) is much
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slower than the hydrogen oxidation at the anode (HOR), the activation overpotential occurs
mainly at the cathode.

ηohm is caused by ohmic resistance, which results mainly from: 1) resistance to the flow of
electrons through the electrodes, GDLs, BPPs and interconnections; 2) resistance to the flow
of protons through the electrolyte.

ηconc is caused by the concentration polarisation, which appears from the decrease in concen-
tration of the reactants. This concentration polarisation can cause a rapid drop in cell voltage
at high current density.

Figure 1.6: Schematic diagram of a polarization curve and losses of HT-PEFC.
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1.5 Classification of the flow of an HT-PEFC

Before we build the numerical models of the HT-PEFC, several questions should be answered
first to allow us to pick the right physical approach:

1. Is the flow steady or transient?

2. Is the flow in continuum state?

3. Is the flow laminar or turbulent?

4. Is the flow compressible or incompressible?

The answer to the above questions are listed as follows:

For question 1 During the most working time of an HT-PEFC system, the velocity of flow
does not change with time due to the dynamic equilibrium of the chemical reaction and the
mass transport. It means that the flow is in steady state, and the transient terms are not
necessary to be included in the governing equations. In some special processes with the small
time scale, for instance, start-up, the flow is dependent on the time. However, these special
cases are not considered in this thesis.

For question 2 For the flow in the HT-PEFC, a dimensionless number, Knudsen number, is
used to determine that if the flow is in continuum state:

Kn = λ

lg
(1.10)

where

Kn = Knudsen number (-)
λ = mean free path of the molecules (m)
lg = geometric characteristic length (m)

In the porous media of an HT-PEFC, lg is the pore diameter. The mean free path λ is estimated
from [30, p.194]:

λ = kBT√
2πσ2p

(1.11)
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where
kB = Boltzmann constant (J K−1)
σ = collision diameter of the diffusing species (m)

Generally speaking, the flow is considered as continuum only when Kn < 0.01. For the flows
with the Kn > 0.01, they are classified to 3 classes: slip flow (0.01 < Kn < 0.1), transition flow (0.1
< Kn < 10) and free-molecule flow (Kn > 10) [31, p.3]. In these cases, the continuum assumption
is not a good approximation any more, and the statistical methods should be employed.

Table 1.1 presents the approximations of Knudsen numbers of different HT-PEFC species in the
GDL applied in the Jülich HT-PEFC. As shown in Figure 1.3, since the porous structure is made
by randomly stacked carbon fibers, only effective pore diameter can be used for estimation of
the Knudsen number. The values of σ are taken from literature [32, p.224] and λ is according
to Equation 1.11. As shown in Table 1.1, the Knudsen numbers are below 0.01, which means
the flow in GDL can be considered as continuum.

For the flow in the channel, lg is the characteristic length of the channel, which is in millimeter
range. That means the Knudsen numbers of the gas flow in the channel is around two or-
ders of magnitude higher than that in the GDL. Therefore, the flow in the channel can be also
considered as continuum.

Table 1.1: Knudsen numbers of HT-PEFC species in GDL, T= 160 °C, lg = 20 µm.

Species σ (m) λ (m) Kn

H2 2.92×10−10 15.63×10−8 0.0088

O2 3.47×10−10 11.27×10−8 0.0050

N2 3.80×10−10 9.88×10−8 0.0047

H2O (g) 2.64×10−10 8.32×10−8 0.0054

CO2 3.94×10−10 20.91×10−8 0.0031

For questions 3 and 4 In the scope of fluid mechanics, Reynolds number is used to deter-
mine if a flow is laminar or turbulent. The Reynolds number is defined as:

Re = vρL

µ
(1.12)

where
Re = Reynolds number (-)
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v = velocity of the fluid (m s−1)
ρ = density of the fluid (kg m−3)
L = hydraulic diameter (m)
µ = dynamic viscosity of the fluid (Pa s)

For pipe flow, the critical Reynolds number is about 2300 [33, p.117]. It means when this
number is smaller than 2300, the flow can be treated as laminar flow.

Another dimensionless quantity, Mach number, is used to determine if a flow is compressible
or incompressible:

Ma = v

c
(1.13)

where
Ma = Mach number (-)
c = speed of sound in the medium (m s−1)

When the Mach number of the flow is smaller as 0.3 [34, p.33], the flow can be treated as the
incompressible flow.

The hydraulic diameter L in rectangular channels in Equation 1.12 is defined as:

L = 2ab
a+ b

(1.14)

where
a = width of the channel (m)
b = height of the channel (m)

Since the cross-sections of the channels in this thesis are always 1 mm×1 mm, L equals 1
mm. At 160 °C, the denstiy of air is estimated as 0.80 kg m−3 and the dynamic viscosity of air
is estimated as 2.45×10−5 Pa s; the density of hydrogen is estimated as 0.06 kg m−3 and the
dynamic viscosity of hydrogen is estimated as 1.15×10−5 Pa s [35].

Table 1.2 shows Reynolds numbers and Mach numbers at the inlets of the gas channels of our
in house single cells with an active area of 50 cm2 under several mean current densities. The
pure hydrogen is used as fuel, and the chemical stoichiometry is 2/2. Easy to find that for all
of the operating points, the flow in the gas channel can be always considered as laminar and
incompressible.
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Table 1.2: Reynolds numbers and Mach numbers at the inlets of anode side and cathode side
under different operating conditions of a HT-PEFC

Current density (Am−2) Re, anode Re, cathode Ma, anode Ma, cathode

2000 3.4 55.6 0.0005 0.004

4000 6.9 111.2 0.001 0.008

6000 10.3 166.7 0.0015 0.012

1.6 Literature review

The first PBI/H3PO4 system was introduced by Wainright et al. [13]. In that work, polybenz-
imidazole membrane doped with phosphoric acid was first used as polymer electrolyte of fuel
cells. The experiment showed that the proton conductivity was related to water vapour activity
and temperature. After that the PBI based high-temperature polymer electrolyte fuel cell has
attracted much attention. Many experimental works were published to research the cathode
kinetics [36], CO tolerance [37], heat and water management [38], stack performance [39],
membrane conductivity [40] and degradation [41] of HT-PEFC. On the other hand, numerous
models were developed to understand the physical processes. In the following sections, an
overview of PEFC/HT-PEFC models is presented.

1.6.1 Modelling work

Non-CFD model

The pioneering PEFC modelling work was done by Springer et al. [42] from Los Alamos Na-
tional Laboratory in 1991. They provided an isothermal, 1-D steady state model for PEFC with
Nafion membrane. The equilibrium between liquid and gas phase of water, the liquid water
diffusion and the electro-osmotic drag were considered. This work showed the importance
of water management for PEFC. In the same year, Bernardi et al. [43] published their PEFC
model, which is based on the macro homogeneous electrode model [44] and for isothermal, 1-
D steady state. This work focused on the cell polarisation, water transfer and catalyst utilisation.
It should be pointed out that the driving force of water transfer in Bernardi’s model was the pres-
sure gradient, and the driving force of water transfer in Springer’s model was the concentration
gradient. Additionally, the membrane in Bernardi’s model was assumed to be fully hydrated,
which is not true in Springer’s model. Two years later, Fuller and Newman [45], Nguyen and
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White [46] published 2-D models on water and thermal management of PEFC. These mod-
els discussed in more detail about the water and heat management than Springer/Bernardi’s
model. Around the same time, Kim et al. [47] simulated the polarisation curve using an empiri-
cal equation. West et al. reported the channel-rib effect with their 2-D model [48]. Since 1998,
Perry et al. [49] and Eikerling et al. [50] developed independently the 1-D mass transport model
in gas-diffusion electrodes, which reported the limiting effects of the catalyst layer. Woehr et
al. [51] and van Bussel et al. [52] published dynamics models, which allowed to simulate the
transient state after the change of operating conditions. Bultel et al. [53] provided a model of
PEMFC electrodes at the particle level. Baschuk et al. [54] developed a membrane model to
study the water flooding effect. Weber et al. [55] developed transport model in polymer elec-
trolyte membranes, to describe the structural changes in the membrane due to water content.
The model from Chan et al. [56] considered the anode CO kinetics, in which the CO poisoning
was explained.

In 2008, Korsgaard et al. [57] published an empirical model of the reforming-based HT-PEFC
system. The numerical results show that the total energy utilisation efficiency of this system is
better than the PEFC based system. Two years later, Shamardina et al. [58] developed a 2-D
analytical model of HT-PEFC, the crossover effect of reactant gases through the membrane
was analysed.

In recent years, Kulikovsky et al. published several paper [59–61] on advanced modelling of
cathode catalyst layer performance, which was based on the macro homogeneous approach
and could be used as a diagnostic tool for PEFC. This group also [59] provided a parametric
model to simulate the polarisation curve of HT-PEFC.

CFD model

Since 2000, many PEFC and HT-PEFC models based on CFD were published. By modelling
with CFD, two methods were usually employed to solve the governing equations: the finite vol-
ume method (FVM) and the finite-element method (FEM). Both of these two methods can con-
vert partial differential equations to linear algebraic equations. In these two methods, meshes
are required to discrete the volume and store the local information.

Many commercial CFD software are based on FVM, for instance, FLUENT, STAR-CD and
PHOENICS. These software provide a set of proven methods to solve the conservation equa-
tions, which can be used to simulate the mass transfer and heat transfer of fuel cells. On the
other hand, the commercial software COMSOL, which is based on FEM, also provides a fuel
cell simulation module.
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PEFC The early CFD based modelling work on PEFC was published by Gurau et al. [62] in
1998. In this paper, a 2-D CFD model was provided to solve the Navier-Stokes equations,
continuity, energy and mass transfer equations. The polarisation curve was validated with
experiment data [63]. In this work, it is assumed that there is no liquid water in the gas channels
and GDLs. In the same year, Djilali et al. [64] reported another CFD model for heat and mass
transport in PEFC. In 2000, Um et al. [65] provided further a transient, 2-D CFD model and also
validated using the data from [63].

In 2001, Wang et al. [66] published the first CFD-based two-phase flow model. The model was
isothermal, and a so-called multiphase mixing approach is used to study the phase change.
This model suggested that by high current densities liquid water appears in the porous zone.

Dutta et al. [67] developed the first 3-D CFD model on PEFC in 2001. This model was based on
FVM. FLUENT was employed to solve the similar governing equations as [62]; the two-phase
flow was not considered. The gas channel was serpentine designed, and the mesh was with
34 × 200 × 28 uniform grid cells. This work focused on the in-plane gas cross over effect.

Mazumder et al. [68] developed a 3-D CFD model to simulate the formation and transport of
liquid water and predict their effects on performance. The phase change process was modelled
as an equilibrium process. Um et al. [69] also provided a 3-D CFD model based on their previ-
ous work [65], the 3-D mass transfer effect was examined. Around the same time, Nguyen et
al. [70] provided a 3-D CFD model with the serpentine gas flow channels. The Stefan–Maxwell
equations were implemented to solve the multicomponent diffusion. Lum et al. [71] published
their work with a steady state, single phase, isothermal 3-D CFD model. The current density
along the channel was locally validated. The agglomerate approach was implemented in a 2-D
CFD code including liquid water transport by Siegel et al. [72].

Recently, other work of PEFC based on 3-D CFD simulation were published. Shimpalee et
al. [73] simulated the flooding effects on cell performance. Hashemi et al. [74] and Cheng et
al. [75] focused on 3-D transport effects on the flow fields design. Iranzo et al. [76] calculated
the local liquid water distributions and validated it with neutron imaging. Yang et al. [77] coupled
the CFD model and optimise technology to optimise the flow fields design.

HT-PEFC Many valuable 2-D and 3-D CFD models of HT-PEFC were developed in the last
decade. In 2006, Cheddie et al. presented the first 3-D [78] CFD models of HT-PEFC, where
the local distribution of species and the polarisation effects was studied. The flow was single
phase due to the operating temperature. The FEM (COMSOL) was employed to solve the
mass, momentum, energy, species and charge transfer. The mesh in this work consistent with
3190 elements and the computation time was up to 5 minutes for a single run. The geometry
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used in this work was a 10mm single-channel cell. The simulated polarisation curve fits the ex-
perimental data well. One year later, Cheddie et al. [79] developed further a two-phase model,
to simulate the gas solubility in the electrolyte and to consider aqueous phase electrochemical
reactions.

Peng et al. [80] developed 3-D transient model accounting for transient transport using FVM
(FLUENT). A 235 mm single-channel cell was simulated. The transient responses of local cur-
rent density, local membrane potential and temperature distribution while cell voltage changes
between 0.6 and 0.4 with were discussed. Ubong et al. [81] provided another 3-D model using
FEM (COMSOL). They reported that the concentrations overpotential did not appear at high
current density, due to the single phase flow. Lobato et al. [82] developed a 3-D model on
cell level for studying the influence of flow channel geometry. This study was based on using
FEM (COMSOL) and compared the serpentine, parallel and pin-type flow channels. The study
showed that the serpentine design had the best performance.

Sousa et al. [83] developed a 2-D isothermal model for studying the influence of the catalyst
layer on cell performance. In this work, the agglomerate approach was implemented. The
catalyst layers were treated as spherical agglomerates with porous spaces. The phosphoric
acid and PTFE were placed between agglomerates. This model examined the effects of the
size of agglomerates and phosphoric acid loading on cell performance. Based on this work,
the group of Sousa published further [84] a dynamic 2-D non-isothermal model to study the
transient response. However, Doubek et al. [85] reported that the agglomerate model did not
satisfactorily simulate the activation region of the polarisation curve.

Jiao et al. [86] developed a 3-D non-isothermal CFD model of a single channel cell. The
effects of operating temperature, operating pressure, phosphoric acid doping level, inlet relative
humidity, and the stoichiometry ratios of the gases on cell performance were researched.

In 2012, Falcucci et al. [87] examined the effects of different channel design on cell performance
using 3D-CFD software. Park et al. [88] developed a non-isothermal, quasi-three-dimensional
model of the HT-PEFC. One year later, Chippar et al. [89] published a 3-D FEM model of
HT-PEFC on the cell level, to investigate the compression/intrusion effect of the GDL. The
numerical results showed the maximum stresses in the deformed GDLs occur near the edge
of the ribs. The compression/intrusion effect of the GDL increased the spatial non-uniformity in
current distributions as well as species. In the same year, Kvesić et al. [90] presented a 3-D
CFD model on stack level using FVM (FLUENT). In this work, the volume averaging approach
was used to simplify the calculation. A short stack with five cells was simulated. The current
densities were locally validated with a segmented measuring plate.

More recently, Krastev et al. [91] developed another 3D CFD model of HT-PEFC on the cell
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level, the simulation has been carried out by using both pure H2 and Syngas with 2% CO at the
anode. The simulated polarisation curve is validated with the experiment. Oh et al. [92] studied
the thermal stress in the HT-PEFC using the 3-D FEM simulations. Kazdal et al. [93] published
their 2-D model on the vapor-liquid equilibrium of water for HT-PEFC, Hertz-Knudsen equation
was used for describing phase change of water. The local concentration of phosphoric acid
and the swelling of the membrane could be calculated. However, the vapour pressure of water
over the membrane, which is the key parameter of phase change of water, was not given in
this paper. Beale et al. [94, 95] developed a 3D CFD model of SOFC based on open-source
CFD software. This work provided the object-oriented C++ libraries of fluid flow, heat transfer,
electrochemistry and multi-component species transfer. These libraries can be further modified
and used in the modelling of HT-PEFC.

Overall, many valuable 2-D and 3-D models of HT-PEFC in cell level or stack level were de-
veloped in the last decade. The CFD technology was successfully applied for the modelling of
HT-PEFC.
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2 Modelling aspects

In the last chapter, the publications of the HT-PEFC modelling are reviewed. However, there
are still some lacks on the previous work:

• Little attention has been paid to the diffusion processes. For multicomponent mass trans-
fer, either Fick’s law or Maxwell-Stefan equation for calculating diffusion flux has been
used, but the difference between these both was not studied.

• There are three main methods for catalyst layer modelling: the surface-related approach,
the macro-homogeneous approach [49, 50, 60] and the agglomerate approach. The
surface-related approach and the agglomerate approach were implemented in the 3-D
CFD models of HT-PEFC in the previous work ( [82, 90] and [72, 83]), but the macro-
homogeneous approach was never implemented in the 3-D CFD model and compared
with the other two.

• The mechanism of water crossover in the membrane was usually neglected, and the
phosphoric acid distribution was not calculated in the membrane. A good water transfer
model still lacks for HT-PEFC.

• The gas diffusion layer was usually considered as isotropic. It is not true when the GDL
is compressed by the bipolar plates. In the scope of the CFD modelling of the HT-PEFC,
only [89] has considered this compression effect of the GDL.

• Most of the HT-PEFC CFD models were implemented in commercial codes (FLUENT
or COMSOL). The source codes of these model are not publicly available. For other
research groups, it is hard to validate, implement and compare with these models.

For filling the research gaps above, in the scope of this thesis:

• The Fick’s law and the Maxwell-Stefan equation are implemented and validated in differ-
ent models. The differences between these two approaches are compared.

• The surface-related approach and the macro-homogeneous approach are implemented
and validated in different models. The differences between these two approaches are
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compared.

• The crossover effect of the water and the compression effect of the GDL are implemented
and validated in different models.

• The open source software OpenFOAM is employed for implementing the models to en-
sure the transparency and extensibility.

Four mathematical models on cell level are presented: one basic model and three extend
models. The basic model (model I) incorporates the simple heat- and mass transfer equations
and electrochemistry equations, which is based on Fick’s law and the surface-related approach.
The crossover effect of the water is not considered. This model can be used to calculate the
species distribution and cell performance. The compression effect of the GDL can also be
represented using this model. The basic model was based on the open-source C++ code
developed by Beale et al. [94–96], and further modified by Keuler [97] and the present author
for application to HT-PEFCs. The library of electrochemistry in the basic model is modified
according to the kinetic of HT-PEFC. The second model (model II) is a model to describe the
effects of mass transfer in catalyst layers on performance, which is based on Fick’s law and the
macro homogeneous approach. Similar to model I, this model does not consider the crossover
effect of the water. The third model (model III) is a water transfer model, which allows people
to calculate the water crossover. This model is based on Fick’s law and the surface-related
approach. The last one (model IV) is a multicomponent diffusion model, which is based on the
Maxwell-Stefan equation and the surface-related approach. The crossover effect of the water
is not considered in model IV.

Before describing of these four models, the assumptions for those models and computational
domains should be mentioned first. These are introduced in the next section.

2.1 Assumptions and computational domain

2.1.1 Assumptions

Due to complex physical phenomena in HT-PEFC, several assumptions were employed to sim-
plify the calculation:

• The cell operates under steady state condition.

• The flow is laminar flow in the gas channels as well as that in the porous GDLs (see
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Section 1.5).

• In practice, the temperature of the cell is managed by the heating device and the cooling
channels. For simplifying the calculation, those devices are not considered in the mod-
els, and the fixed temperature boundary conditions (Dirichlet boundary condition) are
assumed on the outer walls of the bipolar plate.

• Overpotential of anode side is assumed to be zero since the kinetics of the hydrogen
oxidation at the anode (HOR) are extremely fast compared to the kinetics of the oxygen
reduction at the cathode (ORR).

2.1.2 Computational domain and operating conditions

Two geometries are investigated in this work: a single channel pair and a single cell with ser-
pentine flow field. Both meshes encompass five distinct regions: 2 gas regions (air and fuel),
one liquid region (electrolyte) and two solid bipolar plates. The structure of an HT-PEFC cell is
complex, and therefore only the cross-section of a single channel area is shown to illustrate the
composite structure. Three distinct physical domains are considered (see Figure 2.1):

1. the ‘main’ domain composed of all regions, wherein the heat transfer is solved;

2. ‘domain I’, composed of the gas channels and porous GDL, in which mass and momen-
tum transfer are considered;

3. ‘domain II’ in the electrolyte, wherein only mass transfer is solved.

4. the electrochemical reactions are assumed to occur on the electrolyte-GDE interfaces,
but different electrochemical models are taken into account.

Dimensions of this geometry are summarized in Table 2.1.

The mesh of the single channel pair is illustrated in Figure 2.2, this geometry is composed of
94400 hexahedral volumes. The active area of this cell is 0.2 cm2 (2 mm × 10 mm). It is worth
to note that, there are two offset zones at the left side (5 mm) and the right side (2 mm) of the
active zone. The electrochemical reactions do not occur at the offset zones. The reason of the
introducing of the offset zones is that, the simulations with the offset zones present the better
mass balances of the species than the simulations without the offset zones. The mesh is an
unstructured polyhedral mesh. A pre-processing tool of OpenFOAM ’blockMesh’ was used for
the mesh generating.
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Figure 2.1: Cross-section of a single channel pair.

The single cell is illustrated in Figure 2.3, and corresponds to an existing HT-PEFC cell (Fig-
ure 2.4) for which experimental data are being gathered in-house, as part of a fully-integrated
program of research. The active area of this serpentine cell is 50 cm2. The geometry is tessel-
lated with a computational mesh composed of 0.74 million hexahedral volumes. Similar to the
single channel pair, this mesh is also an unstructured polyhedral mesh. Due to the complexity
of the geometry, the blockMesh can not be used, a third-party open-source pre-processing tool
Salome (version 7.2 for Linux platforms) was used for the mesh generating.
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Table 2.1: Geometric parameters of composite HT-PFC cell structure.

Parameter Symbol Value Unit

Height of gas channel h1 1×10−3 m

Width of gas channel h2 1×10−3 m

Thickness(total) of bipolar plate h3 4×10−3 m

Thickness of GDL h4 3×10−4 m

Thickness of membrane + CLs h5 2×10−4 m

Figure 2.2: Mesh of single channel pair with 17 mm straight channel (bipolar plates not shown).
The active zone is 10 mm, one offset (dead zone) on the inlet side is 5 mm, the other
offset (dead zone) on the outlet side is 2 mm. Brown part: channel and GDL at the
anode side; green part: channel and GDL at the cathode side; red part: electrolyte
and CLs.
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Figure 2.3: Left: geometry of single cell with 5-fold serpentine flow field (bipolar plates not
shown); right: an enlarged view of inlet area.

Figure 2.4: Left: the in-house test cell with 5-fold serpentine flow field; right: the bipolar plate of
this single cell.
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2.2 Basic model (model I)

In this section, the governing equations in the basic model are presented. Since steady state
is assumed, all transient terms are neglected in governing equations.

continuity and momentum transfer The continuity- and momentum transfer of the gas mix-
ture are solved in the gas channel and the GDL. Gas mixture is supplied to the gas channels
from the inlets of the channels. As mentioned in section 1.5, the flow in the gas channel and
the GDL is considered as continuum. Therefore, the conservation of mass of the gas mixture
can be solved by solving the continuity equation:

∇ · (ρU) = 0 (2.1)

where
U = velocity vector of gas mixture (m s−1)
ρ = density of gas mixture (kg m−3)

Water is produced while hydrogen and oxygen are consumed. The source/sink term of individ-
ual species is given by:

Si = ±I/(nF ) (2.2)

where
Si = source term of species i due to chemical reaction (mol m−2 s−1)
I = current density (A m−2)
F = Faraday constant (C mol−1)
n = number of electrons (-)

In the basic model, the chemical reactions are assumed to occur on the boundaries between
the GDLs and the electrolyte, the total mass flux equals to the sum of all species flux:

J =
∑

SiMi = Ubρ (2.3)

where
J = mass flux of the gas mixture on the electrolyte-GDE interface(kg m−2 s−1)
Ub = velocity of the gas mixture on the electrolyte-GDE interface, which is perpendicular to the
interface (m s−1)
Mi = molar mass of species i (g mol−1)
ρ = density of gas mixture (kg m−3)
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Therefore, the boundary velocity at the electrolyte-GDE interface is obtained as:

Ub =
∑
SiMi

ρ
(2.4)

This local velocity boundary is updated iteratively during the simulation.

The momentum transfer is governed by a Darcy-modified Navier-Stokes equation:

ρU · ∇U− µ∇2U = −∇p+Rp (2.5)

where
µ = dynamic viscosity of gas mixture (Pa s)
p = pressure of gas mixture (Pa)
Rp = Darcy resistance (Pa m−1)

Rp indicates the additional resistance in porous media, which is obtained from the Darcy equa-
tion [98]:

Rp = −µd ·U (2.6)

where
d = Darcy parameter (-)

The Darcy parameter d is the inverse of permeability. It is a three-dimensional vector and
applies only in the porous media. In the channel, this vector is set to zero in all three directions
(x, y and z).

heat transfer The heat transfer is described by the energy conservation equation:

∇(ρCpUT )−∇ · k∇T = Sh (2.7)

Where
Cp = heat capacity (J K−1)
T = temperature (K)
k = thermal conductivity (W m−1 K−1)
Sh = volumetric heat source (J m−3 s−1)

Sh is the source term of heat, which is consisting of two parts: change of enthalpy and ohmic
heating. It is obtained as follows:

Sh = −(hF + hP + hR)ϕ− IEcell
le

(2.8)
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where
hF = enthalpy of formation (kJ mol−1)
hP = enthalpy of product (kJ mol−1)
hR = enthalpy of reactant (kJ mol−1)
ϕ = volume rate of reaction (mol m−3 s−1)
I = current density (A m−2)
le = thickness of the electrolyte (m)
Ecell = cell voltage (V)

The volume rate of reaction ϕ is given by:

ϕ = I

F le
(2.9)

species transfer In the gas channels and GDLs of the cell, each species moves due to the
pressure gradient and its concentration gradient. Hence, the transfer of each species consists
of two parts: the convection part and the diffusion part.

The species transfer is solved by the convection–diffusion equation of species:

∇ · (ρUYi) +∇ · ji = 0 (2.10)

where
Yi = mass fraction of species i (-)
ji = mass based diffusion flux of species i (kg m−2 s−1)
ρ = density of gas mixture (kg m−3)

The first term on left-hand side of Eq.(2.10) is the convection term, the second term is the
diffusion term, the subscript i indicates different species. It is worth to note that, the velocity in
Eq.(2.10) is the mass-averaged velocity, the definition of this velocity is given in Appendix 6.3.1.

A simple concept for solving the diffusion flux ji is Fick’s law, which is an empirical equation and
derived by Fick in 1855 [99]. It postulates that the diffusion flux of one species is proportional
to its concentration gradient:

ji = −ρDi∇Yi (2.11)

where
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2.2. Basic model (model I)

Di = multi-component diffusivity of species i (m2 s−1)

To obtain Di of Eq.(2.11), binary diffusion coefficients Dij are calculated for each pair of
species, according to a binary diffusivity model from Fuller, Schettler and Giddings [100]:

Dij =
10−7T 1.75

√
1/Mi + 1/Mj

p(v1/3
i + v

1/3
j )2

(2.12)

where
Dij = binary diffusivity for species i and j (m2 s−1)
vi = diffusion volume of species i (cm3)

i and j indicate different species, i 6= j. The diffusion volumes vi are according to [101], as
shown in Table 2.2.

Table 2.2: Diffusion volumes of species.

H2 O2 H2O N2 CO2

vi (m3) 6.12×10−6 16.3×10−6 13.1×10−6 18.5×10−6 26.7×10−6

The binary diffusion coefficient of flow in a porous media has been approximated by [102]:

Dij,p = ε

τ
· 1

1/Dij + 1/DKn

(2.13)

where
Dij,p = binary diffusivity for species i and j in porous media (m2 s−1)
ε = average porosity of porous media (-)
τ = average geometric tortuosity of porous media (-)
DKn = Knudsen diffusivity in porous media (m2 s−1)

The Knudsen diffusivity DKn is determined from [103]:

DKn = 97 · (dp/2)
√
T/Mi (2.14)

where
dp = mean diameter of pores in porous media (m)

The values of ε, τ and dp are according to literatures and listed in Table 2.4.
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Finally, the diffusion coefficient Di could be calculated according to Wilke’s equation [104]:

Di = 1−Xi∑
j 6=i

Xj

Dij

(2.15)

where
Xi = mole fraction of species i (-)

In Eq.(2.15), Dij is replaced by Dij,p in case of flow in porous media. The Di can be substituted
into Eq.(2.11) to solve the diffusion flux ji.

electrochemistry The cell voltage is calculated by:

Ecell = ENernst − ηact − IRΩ (2.16)

where
ENernst = Nernst potential (V)
ηact = activation overpotential (V)
I = local current density (A m−2)
RΩ = specific ohmic resistance (Ω m−2)

As shown in Eq. 1.9, the total overpotential is consisting of three parts: activation overpotential,
ohmic overpotential and concentration overpotential. However, the concentration overpotential
is not included in Eq. 2.16. The reason is that Eq. 1.9 is an empirical-analytical equation, the
mass transfer losses in the porous media are expressed in a single term ηconc. In the CFD
modelling, the mass transfer in the porous media is locally solved by using Eq. 2.10 - Eq. 2.15,
the mass transfer losses are expressed in the decreasing of the concentration of the reactants
on the electrolyte-GDE interface.

The activation overpotential is calculated by Tafel equation [16, p.15]:

ηact = RT

αF
ln( I
i0
· Xref

XO2
) (2.17)

where
i0 = exchange current density (A m−2)
α = symmetry factor (-)
Xref = reference mole fraction (-)
XO2 = mole fraction of oxygen (-)
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2.2. Basic model (model I)

The symmetry factor α is given by kinetic theory; the exchange current density i0 is approxi-
mated by [28, p.38]:

i0 = iref0 exp(−EA
R

( 1
T
− 1
Tref

)) (2.18)

where
iref0 = reference exchange current density (A m−2)
EA = activation energy (J mol−1)
Tref = reference temperature (K)

The Nernst potential is given by:

ENernst = ETth −
RT

2F ln( XH2O

XH2XO2
0.5 ) (2.19)

where
ENernst = Nernst potential, neglects pressure changes (V)
ETth = thermodynamic voltage at the operating temperature (V)
XH2O, XH2 , XO2 = mole fraction of species H2O, H2 and O2 (-)

Physical properties For determining the density of gas mixture, one can use [105, p.483]:

ρ = p

RT
∑n
i=1

Yi
Mi

(2.20)

The heat capacity and dynamic viscosity of each species are determinated using the following
polynomials:

Cpi = a6( T

1000)6 + a5( T

1000)5 + a4( T

1000)4 + a3( T

1000)3 + a2( T

1000)2 + a1( T

1000) + a0 (2.21)

µi = b6( T

1000)6 + b5( T

1000)5 + b4( T

1000)4 + b3( T

1000)3 + b2( T

1000)2 + b1( T

1000) + b0 (2.22)

where
Cpi = heat capacity of species i (J K−1)
µi = dynamic viscosity of species i (Pa s)

The coefficients a0, a1, ...a6 and b0, b1, ...b6 are according to Todd and Young [106], as shown in
Table 2.3.
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Table 2.3: The coefficients of Todd-Young’s polynomials to calculate heat capacity and dynamic
viscosity.

a0 a1 a2 a3 a4 a5 a6

H2 21.157 56.036 -150.55 199.29 -136.15 46.903 -6.4725

O2 34.850 -57.975 203.68 -300.37 231.72 -91.821 14.776

H2O 37.373 -41.205 146.01 -217.08 181.54 -79.409 14.015

N2 29.027 4.8987 -38.040 105.17 -113.56 55.554 -10.350

b0 b1 b2 b3 b4 b5 b6

H2 15.553 299.78 -244.34 249.41 -167.51 62.966 -9.9892

O2 -1.6918 889.75 -892.79 905.98 -598.36 221.64 -34.754

H2O -6.7541 244.93 419.50 -522.38 348.12 -126.96 19.591

N2 1.2719 771.45 -809.20 832.47 -553.93 206.15 -32.430

The other physical parameters used in the basic model are listed in Table 2.4. The geometric
parameters of the porous media are: average porosity ε, average geometric tortuosity τ and
average diameter of pores dp. The values of first two are taken from [107]. It must be noted
that the value of dp does not precisely correspond to the GDLs used in the Jülich experiments
for validation.

The critical electrochemical parameters are: α, RΩ and iref0 . α is the symmetry of the energy
barrier of the electrochemical reaction, which can be measured experimentally. In most elec-
trochemical systems the value of α is between 0.3 and 0.7. In the scientific literatures for the
modeling work of HT-PEFC, the values of α are between 0 and 1, for example, 0.25 [108],
0.7 [90], 0.8 [58] or 1 [80, 109]. Kinetic theory gives a value α = 0.5, this value is usually used
as an approximation in the absence of measurements [110, p.97]. In this work, the value of α
is assumed to be 0.5.

RΩ is the ohmic resistance of the system times the active area. Each component of the HT-
PEFC system (such as bipolar plates, membrane, and connectors) has an ohmic resistance.
RΩ represents the overall effect of them. The in-house impedance measurement showed that
RΩ of the HT-PEFC, which was manufactured in our lab, was in the range of 1×10−5 Ωm−2 to
2×10−5 Ωm−2. In this work, the ohmic resistance RΩ was assumed to be 2×10−5 Ωm−2.

iref0 is the integral characteristic of the catalyst layer, which may depend on several factors:
such as the loading of the catalyst, the distribution of the acid in the catalyst layer, the loading
of the PBI in the catalyst layer, and the mass transfer resistance of species in the catalyst
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2.2. Basic model (model I)

layer. In practice, since the manufacturing method can not guarantee an isotropic property of
the catalyst layer, iref0 may also vary locally. In this work, iref0 was assumed to be a constant
value of 3.0 A m−2, which is fitted from the polarization curve of an in-house experiment, the
experimental data are listed in Appendix 6.1.

Table 2.4: Physical parameters used in the basic model.

Parameter Symbol Value Unit

Average porosity of porous media ε 0.78 [107]

Average geometric tortuosity of porous media τ 1.5 [107]

Average diameter of pores in porous media dp 16× 10−6 [111] m

Symmetry factor α 0.5

Ohmic resistance of cell per m2 RΩ 2× 10−5 Ω m−2

Reference exchange current density iref0 3.0 A m−2

Reference mole fraction of oxygen Xref 0.23

Reference temperature Tref 433 K

Thermodynamic voltage ETth 1.15 V

Activation energy EA 57100 J mol−1

Thickness of membrane + CLs le 2× 10−4 m
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Numerical algorithm The numerical algorithm of the basic model is shown in the following
figure.

Figure 2.5: Numerical algorithm of the basic model.
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2.3 Macro-homogeneous model (model II)

In the previous basic model, the transfer of oxygen in the catalyst layer is assumed to be very
fast. In other words, the basic model assumes that there is no overpotential due to the oxygen
transfer in the CL. In this section, the effect of the CL is taken into account. As discussed in
Section 1.3, the CL consists of Pt-carbon particles, ionomer and PTFE. The Pt-C particles build
agglomerates. The diameter of Pt-C particles is usually in the range of 10 to 20 nm while the
diameter of the agglomerates is generally between 60 and 200 nm. Pores exist between the
Pt-C particles and between the agglomerates.

The modelling of the mass transfer issue in the CL considered the detailed structure is compli-
cated. To simplify the calculations, distinct theories were developed with their assumptions. An
important contribution in this area is the macro-homogeneous approach [49, 50]. This theory
employs the macroscopical transfer properties of oxygen and protons in the CL and provides a
set of partial differential equations to describe the 1-D concentration distribution of oxygen and
protons.

In this section, the macro-homogeneous model based on the work of Kulikovsky [60] is modified
and implemented in the CFD code to present the transport effect in the catalyst layer. The
catalyst layer is assumed to be isotropic.

Figure 2.6 shows the schematic macro-homogeneous model, where the red curve indicates
the density of proton current, the black curve indicates the molar concentration of oxygen and
the blue curve is the overpotential. Subscript 0 denotes the membrane-CL interface. The
overpotential at the membrane-CL interface is the total overpotential of the CL. The transport
properties of protons and oxygen in this region are assumed to be constant.

As shown, the oxygen moves from the GDL side to the membrane side. There are two reasons
of the decreasing of oxygen concentration:

1. Oxygen is continuously consumed on the whole diffusion pathway due to ORR.

2. The mass transfer resistance is significant due to the geometrical structure.

Simultaneously, the protons move from the membrane side to the GDL side. Unlike the oxygen,
the transport of protons is not through pores between the Pt-C particles and the agglomerates,
but through the liquid (phosphoric acid). Due the ORR, the protons are also consumed and the
concentration reduced along the pathway.
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Figure 2.6: Schematic of the cathode CL and the profiles of oxygen, protons and overpotential.
Redrawn from [60]

In the cathode CL, the reaction rate of ORR can be expressed as:

kORR = i∗(
cO2

cref
)
[
exp(αFη

RT
)− exp(−(1− α)Fη

RT
)
]

(2.23)

where
kORR = reaction rate of ORR (A m−3)
i∗ = volumetric exchange current density (A m−3)
cO2 = molar concentration of oxygen (mol m−3)
cref = reference molar concentration (mol m−3)
α = symmetry factor (-)
η = total overpotential in CL (V)

This is the Butler-Volmer equation. When α equals 0.5, Eq. 2.23 can be written as:

kORR = 2i∗(
cO2

cref
)sinh

η

b
(2.24)

where
kORR = reaction rate of ORR (A m−3 s−1)

b is the Tafel slope, which is given by:

b = RT

αF
(2.25)

From the proton current conservation in the CL, there is:

djp
dx

= −kORR (2.26)
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2.3. Macro-homogeneous model (model II)

where
jp = proton current density (A m−2)
x = distance from the membrane (m)

Therefore the protons current along x in CL is given by:

djp
dx

= −2i∗(
cO2

cref
)sinh

η

b
(2.27)

The molar diffusion flux of oxygen is determinated by the electrochemical reaction [50]:

DCL
dcO2

dx
= i− jp

4F (2.28)

where
DCL = effective diffusivity of oxygen in CL (m2 s−1)
i = local current density (A m−2)

According to Ohm’s law, the proton current can be calculated as [50]:

jp = −σt
dη

dx
(2.29)

where
σt = proton resistance of the CL (Ω m−1)

The solution of equation system 2.27-2.29 gives the concentration profiles of oxygen, current
density and overpotential along x. The CFD simulation requires a particular solution of the
above system: the total overpotential at the membrane-electrolyte interface. The way for solv-
ing that particular solution of equation system 2.27-2.29 was provided by [60]. After some
mathematical manipulation, that solution can be obtained:

η0 = b · arcsinh( (i/jσ)2

2(cO2/cref )(1− exp(−i/(2j∗)))
) + σtb

2

4FDCLcO2
( i
j∗
− ln(1 + i2

j∗
2β2 )) (2.30)

where
η0 = total overpotential at the membrane-electrolyte interface (V)
jσ = characteristic current density (A m−2)
j∗ = superficial exchange current density (A m−2)
β = dimensionless parameter (-)
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The above equation takes all the potential losses in the CL of the cathode side of the HT-PEFC
into account: the first term of the right-hand side represents the proton transfer loss and the
activation overpotential, while the second term accounts for the oxygen transfer loss.

The parameter jσ is given by:
jσ =

√
2i∗σtb (2.31)

The parameter j∗ is given by:

j∗ = σtb

lt
(2.32)

where
lt = thickness of the catalyst layer (m)

The parameter β is a solution of:

βtan(β2 ) = i

j∗
(2.33)

Notice that the Eq. 2.30 is slightly different from Kulikovsky’s model [60], the transport losses
of the GDL are neglected, because the effect of the GDL is already included in the 3-D CFD
simulation.

The local cell current density i at the membrane side is calculated as:

i = Ecell − ENernst − η0
RΩ

(2.34)

The Nernst potential is calculated according to Eq. 2.19.

Besides the parameters of Table 2.4, the additional physical parameters of the macro-homogeneous
model are listed in Table 2.5. These parameters are fitted from the polarization curve of an in-
house experiment, the experimental data are listed in Appendix 6.1.

Table 2.5: Physical parameters used in the macro-homogeneous model.

Parameter Symbol Value Unit

Proton conductivity of the CL σt 8 (assumed) Ω m−1

Effective diffusivity of oxygen in CL DCL 6×10−7 (assumed) m2 s−1

Thickness of the CL lt 50×10−6 (assumed) m

In the macro-homogeneous model, the momentum transfer, species transfer and heat transfer
are solved with the same governing equations as the basic model. The only difference between

47



2.3. Macro-homogeneous model (model II)

the two models is the approach of the electrochemistry. The basic model takes into account
the activation overpotential and the ohmic loss, while the macro-homogeneous model takes
into account the activation overpotential, the ohmic loss, the proton transfer loss in the CL and
the oxygen transfer loss in the CL. Consequently, through the introduction of three additional
parameters (σt, DCL and lt), the effect of the CL on the cell performance is reflected in the
macro-homogeneous model.

48



Chapter 2. Modelling aspects

Numerical algorithm The numerical algorithm of the macro-homogeneous model is shown
in the following figure. The dashed red box indicates the difference between the macro-
homogeneous model and the basic model.

Figure 2.7: Numerical algorithm of the macro-homogeneous model.
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2.4 Water transfer model (model III)

Water transfer is another significant mass transfer issue for PEFC and HT-PEFC. For the Nafion
system with an operating condition below 100 °C, water is in both gaseous and liquid state. It
is shifted between anode and cathode, depending on the pressure, temperature and flow field
design. The performance of a Nafion membrane strongly depends on the water content: it
offers a high proton conductivity only when there is an amount of free water inside. Therefore,
humidification is required. In recent years, some modelling work of PEFC include a water
transfer module, to simulate the water balance between gaseous and liquid state and the water
content in the Nafion membrane [112–114]. However, the most CFD-modelling work of HT-
PEFC has neglected the water-crossover effect [82,83,90].

In HT-PEFC, under the typical operating conditions (T = 160 °C, p = 1 atm), water is only in
the gaseous state in gas channels and GDL. Similar as PEFC, it was observed that a part
of produced water was shifted from the cathode side to the anode side, the flux of the water
crossover increased with increasing of the mean current density [115, p.59,67] [116]. On the
other hand, according to the in-situ synchrotron X-ray radiography experiment of the cross
section of the MEA by Maier et al. [117], it was found that the concentration of the phosphoric
acid in the membrane is also changed during the operation.

The water balance has a significant influence on the cell performance, because:

• The proton conductivity of HT-PEFC membrane strongly depends on the concentration of
phosphoric acid in it [13].

• The partial pressure of water vapor at the anode and cathode catalyst layers may affect
the Nernst potential (Eq. (2.19)) and the kinetics (Eq. (2.17)).

Therefore, a water transfer model is developed for solving the water balance of HT-PEFC. Fig-
ure 2.8 presents the schematic model of water transfer. The electrolyte is considered as a
binary solution of phosphoric acid and water, and the PBI membrane is considered as a porous
matrix.

In the previous research, the crossover of water of PEFC is assumed to be caused by the
following processes: the electro-osmotic drag, the diffusion, and the hydraulic permeation [118].
For HT-PEFC, the electro-osmotic drag could be neglected [119]. In this model, the diffusion
is considered as the main reason for the water transfer. As shown in Figure 2.8, the transfer
process of water can be divided into four steps:

1. Water is generated at the membrane-GDE interface.
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2. The absorption-evaporation of the water molecules occurs at membrane-GDE interface
of the cathode side.

3. Due to the concentration gradient, the liquid water shifts to the other side of the electrolyte.

4. The absorption-evaporation of the water molecules occurs at membrane-GDE interface
of the anode side.

Figure 2.8: Schematic model of water transfer in electrolyte.

In this section, the water transfer model consists of two submodels: the basic water transfer
model and the modified water transfer model. They are introduced in the following subsections.

Basic water transfer model As shown in Figure 2.8, the transfer of water from the cathode to
anode consists of two physical phenomena: i) absorption-evaporation at the membrane-GDE
interfaces; ii) diffusion from the cathode side to the anode side.

In the basic water transfer model, these two phenomena are treated as one effective transfer
process. A constant value, the effective mass transfer coefficient of water keffH2O

, is used to
present the transport property of water in the membrane.

The diffusion flux of the water in electrolyte is given by Fick’s law:

jH2O = −keffH2O
∇Y g

H2O
(2.35)

where
jH2O = mass based diffusion flux of water (kg m−2 s−1)
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keffH2O
= effective mass transfer coefficient of water (kg m−1 s−1)

Y g
H2O

= mass fraction of water vapor (-)

Since the thickness of the electrolyte is small compared to the in-plane scale, it is reasonable
to neglect the in-plane diffusion of water in electrolyte. Eq. 2.35 can be reduced as follows
according to film theory:

jH2O = −Deff
H2O

MH2O(cgas,cH2O
− cgas,aH2O

)/le (2.36)

where
Deff
H2O

= effective diffusivity of water (m2 s−1)
MH2O = molar mass of water (kg mol−1)
cgas,cH2O

= molar concentration of water vapor at cathode (mol m−3)
cgas,aH2O

= molar concentration of water vapor at anode (mol m−3)
le = thickness of electrolyte (m)

The molar concentration of water vapor is given by:

cgasH2O
=
pgasH2O

RT
(2.37)

where
pgasH2O

= partial pressure of water vapor (Pa)

The effective diffusivity Deff
H2O

is in a range from 1×10−7 m2s−1 to 3×10−7 m2s−1 [116,120].

For steady state, the quantity of water which crosses the membrane is equal to the diffusion
flux of water i.e. jH2O in Eq. 2.36. The cross over rate of water is given by:

γ = jH2O · nF
MH2O · I

(2.38)

where
γ = water cross over rate (-)

Modified water transfer model In the basic model, the coupling of the local water partial
pressure on the electrolyte-GDE interface and the H3PO4 concentration in the membrane is not
presented. For simulating the H3PO4 concentration in the membrane, a modified water transfer
model is developed. In this model, the diffusion of water and the absorption-evaporation of
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water is separately solved. The diffusion flux of the water in the electrolyte is proportional to
the gradient of the mass fraction of the liquid water in the electrolyte. The diffusion flux is given
by:

jH2O = −keffH2O,l
∇Y l

H2O (2.39)

where
jH2O = mass based diffusion flux of water (kg m−2 s−1)
keffH2O,l

= effective mass transfer coefficient of liquid water in the water-acid-PBI system (kg m−1

s−1)
Y l
H2O

= mass fraction of liquid water in the liquid water in the water-acid-PBI system (-)

Eq. 2.39 can be reduced as follows according to film theory:

jH2O = ψkeffH2O,l
(Y liq,c
H2O
− Y liq,a

H2O
)/le (2.40)

where
ψ = empirical factor of the effect of the mean current density (-)
Y liq,c
H2O

= mass fraction of liquid water at cathode (-)
Y liq,a
H2O

= mass fraction of liquid water at anode (-)

The reason of introducing of the empirical factor ψ in Eq. 2.40 is that, the density of the water-
acid solution changes by different mean current densities. Consequently, the effective mass
transfer coefficient of liquid water in the electrolyte should be corrected by a function of mean
current density. In this study, ψ is given by an empirical equation (2.41), the number of 0.75 is
fitted from an in-house experiment, the experimental data are listed in Appendix 6.2.

ψ = im
iref,w

+ 0.75 (2.41)

where
im = mean current density (A m2)
iref,w = reference current density (A m2)

The boundary values of mass fraction of liquid water, Y liq,c
H2O

and Y liq,a
H2O

, are governed by thermo-
dynamic state of water vapor near the liquid-gas interface. Using the experimental data from
Schechter et al. [121], an empirical equation can be written (the numbers of 0.517 and 0.046
are fitting numbers):

Y liq,b
H2O

= 0.517pH2O

psat
+ 0.046 (2.42)

where
Y liq,b
H2O

= mass fraction of liquid water of the liquid-gas interface (-)
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pH2O = partial pressure of water vapor (Pa)
psat = saturation vapor pressure of water (Pa)

The partial pressure of water vapor at the interface pH2O is obtained by solving Eq.(2.10) in
the gas region (Figure 2.1, domain I). The value of the saturation vapor pressure ζ in Pascal is
determined by solving Antoine equation:

ζ = 133.322 · 10a−b/(c+τ0−273.15) (2.43)

where a, b, c are empirical coefficients according to Dortmund Data Bank [122], τ0 is the value
of temperature in Kelvin. The generic form of Eq.(2.43) is the Clausius-Clapeyron equilibrium
formulation, that is discussed in [123].

For solving the mass fraction of phosphoric acid and water in the membrane, we may recall the
species transfer equation 2.10:

∇ · (ρUYi) +∇ · ji = 0 (2.44)

The convection term of the species transfer equation can be neglected in this water transfer
model, since it is assumed that there is no pressure gradient in the electrolyte.

Eq. 2.10 is therefore reduced to:

∇ · ji = 0 (2.45)

Substitute Eq. 2.11 into Eq. 2.45, a Laplace’s equation is obtained, which accounts for solving
the mass fraction of phosphoric acid and water:

∇2Yi = 0 (2.46)

Besides the parameters of Table 2.4, the additional physical parameters of the water transfer
model are listed in Table 2.6. These parametersDeff

H2O
, keffH2O,l

and iref,w are fitted from the mea-
sured water flux of an in-house experiment, the experimental data are listed in Appendix 6.2.
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Table 2.6: Physical parameters used in the water transfer model.

Parameter Symbol Value Unit

Effective diffusivity of water in Eq. 2.36 Deff
H2O

2.4×10−7 (assumed) m2 s−1

Effective mass transfer coefficient in Eq. 2.40 keffH2O,l
2×10−6 (assumed) kg m−1 s−1

reference current density iref,w 1×104 (assumed) A m2

Coefficient of Antoine equation a 8.14019 [122]

Coefficient of Antoine equation b 1810.94 [122]

Coefficient of Antoine equation c 244.485 [122]
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Numerical algorithm The numerical algorithm of the water transfer model is shown in the
following figure. The dashed red box indicates the difference between the water transfer model
and the basic model.

Figure 2.9: Numerical algorithm of the water transfer model.
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2.5 Multicomponent diffusion model using Maxwell-Stefan
equations (model IV)

A relevant issue of HT-PEFC is the multicomponent diffusion. The basic model is using Fick’s
law (Eq.(2.11)) for solving the diffusion flux of the species. Following Fick’s law, the species
always diffuses from the high concentration to low concentration. This equation is commonly
used in many engineering applications. It is important to note that, for ternary and higher-order
mixtures, Fick’s law is suitable only when the binary diffusion coefficients of all components are
identical, or else for very dilute mixtures [124, p.88-89]. The reason is that Fick’s law neglects
the interaction between the species. But, on the pathway of diffusion, the species might be
pushed or dragged by other species in the gas mixture.

As shown in Figure 2.10, in a control volume at the cathode side of the HT-PEFC, oxygen
(reactant) moves towards the membrane side (reaction zone) while water (product) moves to-
wards the channel side due to their concentration gradient. The internal forces between the
species occur and they may not be ignored. For the modelling work, one question needs to be
answered: Is Fick’s law precise enough for modelling of multicomponent diffusion in HT-PEFC?

Figure 2.10: The movement of species inside a control volume. The control volume is chosen
as the reference. Red points: Oxygen; blue points: water; black points: nitrogen.

To answer this question, another mathematical model is implemented to compare with the Fick’s
law, which is the Maxwell-Stefan equations. The idea of Maxwell-Stefan equations is that the
driving force on a species i equals to the sum of the friction between species i and species
j [124, p.39]:

Fi =
∑
j 6=i

ζi,jXj(ui − uj) (2.47)

57



2.5. Multicomponent diffusion model using Maxwell-Stefan equations (model IV)

where

Fi = diffusion driven force of species i (kg m s−2)
ζi,j = friction coefficient between species i and j (kg s−1)
Xj = mole fraction of species j (-)
ui, uj = relative velocity of species (m s−1)

After some mathematical manipulation, Eq. (2.47) can be rewritten as [125, p.538]:

− c∇Xi =
n∑

j=1,j 6=i

XjJi −XiJj
Dij

(2.48)

where
Xi, Xj = mole fraction of species (-)
Ji, Jj = molar based diffusion flux of species (mol m−2 s−1)
Dij = Maxell-Stefan binary diffusivity for species i and j (m2 s−1)
c = molar concentration of mixture (mol m−3)

The derivation of Eq. 2.48 is presented in Appendix 6.3. The Maxell-Stefan binary diffusivity
Dij is obtained from Eq. 2.12 in the channels and from Eq. 2.13 in the GDLs. Easy to obtain
that Eq. 2.48 is a coupled system, a method of decoupling is required to solve the individuel
diffusion flux of each species.

According to Taylor and Krishna [126, p.25], Eq. 2.48 may formally be considered as a relation-
ship between a diffusion flux vector and a mole fraction vector, with the diffusivities represented
by a matrix (or more correctly a field of matrices), namely:

ρ

M
∇ ~X = −[B]~j (2.49)

where
ρ = density of mixture (kg m−3)
M = molar mass of mixture (kg mol−1)
~X = mole fraction vector of species (-)
~j = mass based diffusion flux vector of species (-)
[B] = (n− 1)× (n− 1) diffusivity matrix (-)

Mass-based diffusion flux vector ~j contains all of the individual fluxes from j1 to jn. The ele-
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ments of the diffusivity matrix [B] can be written as

Bii = Xi

Din

1
Mn

+
n∑

j=1,j 6=i
( Xj

Dij

1
Mi

), i = 1, 2, ...n− 1 (2.50)

Bij = −Xi(
1
Dij

1
Mj
− 1
Din

1
Mn

), i = 1, 2, ...n− 1; i 6= j (2.51)

where the binary diffusivities are obtained from Eq. 2.12 or Eq. 2.13, depending on the region
to be calculated.

The relationship between gradient of mass fraction and gradient of mole fraction is introduced
by Whitaker [127]:

∇ ~X = [W ]∇~Y (2.52)

where [W ] is a (n− 1)× (n− 1) matrix. The elements of this matrix can be written as

Wii = M

Mi
+Xi(

M

Mn
− M

Mi
), i = 1, 2, ...n− 1 (2.53)

Wij = Xi(
M

Mn
− M

Mj
), i = 1, 2, ...n− 1; i 6= j (2.54)

Combine Eq. 2.52 and Eq. 2.49, the mass-based diffusion flux is given by:

~j = − ρ

M
[B]−1[W ]∇~Y (2.55)

Finally, Eq. 2.55 can be substituted into Eq. 2.10 for solving the mass transfer. The derivation
of Eq. 2.49 - Eq. 2.55 are presented in Appendix 6.3.
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Numerical algorithm The numerical algorithm of the multicomponent diffusion model is shown
in the following figure. The dashed red box indicates the difference between the multicompo-
nent diffusion model and the basic model.

Figure 2.11: Numerical algorithm of the multicomponent diffusion model.
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2.6 Discretization methods

The governing equations shown in the preceding models (Eq.(2.1), Eq.(2.5), Eq.(2.7) and
Eq.(2.10)) are partial differential equations (PDEs). These PDEs can not be solved directly.
In the scope of CFD, three main discretization approaches are available to transform the PDEs
into a corresponding system of algebraic equations: the finite differences method (FDM), the
finite volume method (FVM) and the finite element method (FEM). In this thesis, FVM is chosen
to solve the problem, because the employed software OpenFOAM is based on FVM.

The implementation of FVM has two steps: the discretization of space and the discretization of
equations.

Discretization of space The solution domain is discretized into the mesh. In OpenFOAM,
the mesh can be arbitrarily unstructured, which means that cells can have a polyhedral shape
with a variable number of neighbours. The cells of the mesh are called control volumes. The
typical control volumes are presented in Figure 2.12. The point P is sitting in the centroid of a
control volume, and point N is located in the centroid of the "neighbour" control volume. The
distance vector between P and N is marked with D, and the face between this two control
volumes is marked with F . The face area vector SF is normal to the face F . The magnitude of
SF equals to the area of F . In the numerical calculation, the properties are principally stored at
the cell centers. However, they may also be stored in the internal face F or the face area vector
SF.

Figure 2.12: Sketch of the finite volume discretization.
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Discretization of equations All the PDEs in this thesis can be written as the standard form
for a scalar property φ:

∇ · (ρUφ)︸ ︷︷ ︸
convection term

−∇ · (ρΓφ∇φ)︸ ︷︷ ︸
diffusion term

= Sφ︸︷︷︸
source term

(2.56)

where Γφ is the diffusivity and Sφ is the source term. It is worth to note that there is no temporal
term because all the models of this thesis are in steady state.

The FVM is based on the integral form of governing equations over each control volume. The
integral form of Eq.(2.56) is given by:

∫
V
∇ · (ρUφ)dV︸ ︷︷ ︸

convection term

−
∫
V
∇ · (ρΓφ∇φ)dV︸ ︷︷ ︸

diffusion term

=
∫
V
SφdV︸ ︷︷ ︸

source term

(2.57)

where V denotes the volume of a control volume. To solve this equation numerically, the con-
vection term, the diffusion term and the soure term should be linearized one by one.

The convection term, the diffusion term and the source term are linearized as follows:∫
V
∇ · (ρUφ)dV =

∑
F

SF · (ρU)FφF (2.58)

∫
V
∇ · (ρΓφ∇φ)dV =

∑
F

(ρΓφ)FSF · (∇φ)F (2.59)

∫
V
SφdV = Sφ,PV (2.60)

where F denotes the faces surrounding a control volume, SF is the area vector showed in
Figure 2.12, φF is the value of property φ at the internal face F , Sφ,P is the source at the point
P .

For determining the face field φF , the Gamma differencing scheme [128] is used. This scheme
is an automatically and smooth blending between the first-order upwind differencing scheme
and the second-order central differencing scheme. For all the faces of the mesh, the bounded-
ness requirements are first checked. If the requirements are satisfied, the central differencing
scheme is used. Otherwise, the upwind differencing scheme is used. The smooth blending
between the central differencing scheme and the upwind differencing scheme is governed by
a blending factor βm, the useful range of βm between 0.2 and 0.5. In this thesis, βm = 0.2 has
been used.
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After the linearization, Eq.(2.57) becomes the system of algebraic equations, which ignores the
non-linearity of the underlying PDEs. This equation system can be commonly expressed as:

[A][φ] = [b] (2.61)

where [A] is a square sparse matrix, [φ] is the column vector of dependent variable φ and [b] is
the source vector. This system is then solved by the linear equation system solvers provided
by OpenFOAM [15]. These solvers, preconditioners and tolerances of the transfer equations
are listed in Table 2.7.

Table 2.7: The solution methods of the transfer equations. PCG: preconditioned conjugate
gradient solver; PBiCG: preconditioned bi-conjugate gradient solver; DIC: diagonal
incomplete-Cholesky; DILU: diagonal incomplete LU.

Equation Solver Preconditioner Tolerance

p equation PCG DIC 1e-09

U equation PBiCG DILU 1e-09

Yi equation PBiCG DILU 1e-09

T equation PBiCG DILU 1e-10
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3 Numerical results

3.1 Mesh independence study

The simulation using CFD is based on discretization methods. Because of the discretization,
numerical results always have errors compared to analytical results. Theoretically, these errors
equal to zero only when the cells of the meshes are infinitely small. In practice, the meshes can
not be too small, because decreasing of the cell size causes increasing of computing time and
rounding error. Therefore, it is necessary to find the optimal size of the mesh, for guaranteeing
the accuracy and speed of the simulation.

In this work, two geometries are used in the simulations: the single channel pair and the single
cell with serpentine flow field. For each geometry, meshes of different sizes can be employed.
Mesh independence studies are carried out to find the optimal mesh size. Simulations were
performed with these meshes under the same operating condition, as shown in Table 3.1. The
basic model was applied in these simulations.

Figure 3.1 shows the mesh independence studies for the single channel pair with an active
area of 0.2 cm2. The mean current density of these simulations were set to be 4000 A/m2. Four
meshes were produced with various number of hexahedra units: 1.2×103, 46.7×103, 94.4×103

and 188.8×103. The cell voltages were calculated and compared. It shows that the cell voltage
increases non-linearly with increasing of the mesh size. Before point A (94.4×103), the cell
voltage ranges from 0.4946 V to 0.5004 V; after point A, the cell voltage is almost constant.
The deviation between points A and B is only 0.8 mV (0.16% of point A), which is caused
possibly by numerical error and is acceptable for engineering application.

Figure 3.2 presents the mesh independence test for the single cell with serpentine flow field
with an active area of 50 cm2. Similar to the single channel pair, four meshes were studied with
the following number of hexahedra units: 6×103, 47×103, 741×103 and 3000×103, with the
mean current density of 4000 A/m2. The cell voltages were calculated and compared. Again,
when the mesh size is larger than point a, the cell voltage stays almost constant. The deviation
between points a and b is only 0.6 mV (0.09% of point a), this small deviation is neglectable.
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The above mesh independence studies for both geometries were carried out again with the
mean current density of 6000 A/m2. The calculated cell voltages showed the same trends as
the mean current density of 4000 A/m2

Consequently, for the single channel pair, the mesh with the size of 94.4×103 is considered as
the suitable mesh for the following simulations. For the single cell with serpentine flow field, the
mesh with the size of 741×103 is chosen for the following simulations.

Table 3.1: Operating conditions of the mesh independence studies for both single channel pair
and single cell with serpentine flow field. The mean current density was 4000 A/m2.

Parameter Symbol Value Unit

Operating temperature T 433 K

Pressure at anode outlet pa 101325 Pa

Pressure at cathode outlet pc 101325 Pa

Mass fraction of H2 at anode inlet YH2 1.00

Mass fraction of O2 at cathode inlet YO2 0.23

Mass fraction of N2 at cathode inlet YN2 0.77

Anode stoichiometric ratio λa 2

Cathode stoichiometric ratio λc 2
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Figure 3.1: Mesh independence studies of the single channel pair geometry. The mean current
density was 4000 A/m2.

Figure 3.2: Mesh independence studies of the single cell geometry with serpentine flow field.
The mean current density was 4000 A/m2.
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3.2 Simulations with the single channel pair

As mentioned in Section 2.1.2, two geometries were used in this thesis: the single channel
pair and the single cell with serpentine flow field. For simulations of the single channel pair,
the geometry is relative simple compared to another one: the total length of the single straight
channel is 17 mm with two offsets on the inlet side (5 mm) and the outlet side (2 mm). The
active area of the cell is 0.2 cm2 (2 mm × 10 mm). For simulations of the single cell with
serpentine flow field, the geometry corresponds to an existing in-house HT-PEFC cell: the cell
with 5-fold serpentine flow field, the active area of the cell is 50 cm2.

In this section, the results of the basic model and the multicomponent diffusion model are
shown, with the single channel pair geometry. The compression effect of GDL is also discussed.

3.2.1 Basic model (model I)

In this section, the numerical results of the basic model are shown. The operating conditions of
the simulations are listed in Table 3.2.

The physical parameters are listed in Table 2.4. The sensitive parameters to the overall per-
formance are the electrochemical parameters: the symmetry factor α, the specific ohmic resis-
tance RΩ and the reference exchange current density iref0 . In this work, α = 0.5, RΩ = 2×10−5

Ωm−2 and iref0 = 3.0 A m−2. These three parameters are fitted from the polarization curve of
an in-house experiment, the experimental data are listed in Appendix 6.1. For the curve fitting,
the initial guesses of these electrochemical parameters are first proposed. These values are
adjusted during the repeat simulations, until the optimal curve fitting is shown.
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Table 3.2: Operating conditions for the basic model with the single channel pair geometry. The
mean current densities were 1000 - 8000 Am−2.

Parameter Symbol Value Unit

Operating temperature T 433 K

Pressure at anode outlet pa 101325 Pa

Pressure at cathode outlet pc 101325 Pa

Mass fraction of H2 at anode inlet YH2 1.00

Mass fraction of O2 at cathode inlet YO2 0.23

Mass fraction of N2 at cathode inlet YN2 0.77

Anode stoichiometric ratio λa 2

Cathode stoichiometric ratio λc 2

Polarisation curve

For a fuel cell, the polarisation curve shows the overall performance. In this work, eight oper-
ating conditions with the mean current densities from 1000 A/m2 to 8000 A/m2 were taken to
simulate the main operation area of an HT-PEFC.

The numerical result of the polarisation curve is compared with the experimental data, as shown
in Figure 3.3. It is worth to note that, the experimental cell used for comparison was under the
same operating conditions as the simulations (Table 3.2). However, the geometry was different:
the experimental cell was a single cell with serpentine flow field, the active area was 50 cm2.

One can see that the simulations fit the experimental data. The shape of the simulated curve
was similar to Figure 1.6: it consists of an activation loss region and an ohmic loss region.
However, the dramatical drop of the cell voltage by high mean current density was not pre-
sented. Because in the high-current region, there is a numerical problem with the algorithms of
the basic model: when the consumption of reactants is too high, the mole fraction of reactants
of some grids at the electrolyte-GDE interface might be quite close to zero or even negative
during the iterative loop. It will cause the huge fluctuation of the Nernst potential and the acti-
vation overpotential. The code was consequently unstable. Therefore, the basic model is not
appropriate for the simulation of the high current region (I > 8000 A/m2).

The basic model allows to separate the total overpotential to two loss mechanisms: the acti-
vation overpotential and the ohmic overpotential, as shown in Figure 3.4. The numerical result
suggests that, with the prescribed parameters in Table 2.4, the activation loss is at least four
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times of the ohmic loss. The activation overpotential increases from 0.48 V to 0.65 V with in-
crease of the mean current density. This increase is not linear in the low current region (up to
3000 A/m2). On the other hand, the ohmic overpotential (from 0.02 V to 0.16 V) grows linearly
with the mean current density.

Figure 3.3: Polarisation curve: comparison of numerical results of the basic model (blue solid
line) and experimental data (red dash line).
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Figure 3.4: Overpotential of numerical results of the basic model.

Local distribution of properties

The polarisation curve only reflects the overall performance of a model. The obvious benefit
of a CFD model is that the local information of the flow fields can be presented. The local
distributions of the physical properties, such as mole fraction of species, velocity, temperature,
and current density are presented and discussed in this paragraph.

Two operating points are taken to compare the distribution of properties at the low mean current
density and high mean current density: 2000 Am−2 and 8000 Am−2.

The mass balances of the species for the anode side and the cathode side are checked. For
the reactants (O2 and H2), the relative mass transfer error is given by:

δi = (φin,i − φcons,i − φout,i)
φin,i

× 100% (3.1)

where
δi = relative mass transfer error of species i
φin,i = mass flux of species i on the inlet of the channel (kg s−1)
φcons,i = mass flux of species i which is consumed by the electrochemical reaction, calculated
by using Faraday’s law (kg s−1)
φout,i = mass flux of species i on the outlet of the channel (kg s−1)

71



3.2. Simulations with the single channel pair

For the products (H2O), the relative mass transfer error is given by:

δi = (φprod,i − φout,i)
φprod,i

× 100% (3.2)

where
φprod,i = mass flux of species i which is produced by the electrochemical reaction (kg s−1)

For the inert species (N2), the relative mass transfer error is given by:

δi = (φin,i − φout,i)
φin,i

× 100% (3.3)

At 2000 Am−2, the relative mass transfer errors of the species are: δO2 = 0.29 %, δH2 = 0.04 %,
δH2O = 0.09 %, δN2 = −0.21 %. At 8000 Am−2, the relative mass transfer errors of the species
are: δO2 = 0.11 %, δH2 = 0.01 %, δH2O = 0.08 %, δN2 = −0.007 %.

The numerical calculation gives the local information for both anode side and cathode side.
However, only the results at the cathode side are presented here, since: i) in the basic model,
the pure hydrogen is used as the fuel, and it is assumed that there is no water at the anode
side. Therefore, the mole fraction is always 100 % at the anode side; ii) in the basic model,
the distributions of species at the cathode side determine the performance of the fuel cell,
since the activation overpotential (Eq.(2.17)) is calculated according to the mole fraction of
oxygen on the membrane-electrolyte interface and the Nernst voltage (Eq.(2.19)) is calculated
according to the mole fraction of oxygen and water on that interface. In the modelling literature
for hydrogen/air HT-PEFC [78], the cathode side was also chosen for presenting the numerical
results.

Since the 3-D fields of properties are not straightforward to show, two cross-sectional planes
at the cathode side are used to display the local information. As shown in Figure 3.5, plane A
is in the center of the channel and perpendicular to the MEA. Plane B is the electrolyte-GDE
interface, which is located between the channel offsets. Plane A provides the information of
the distributions of the physical parameters in the channel and GDL, while plane B provides the
information of the distributions of the physical parameters in the reaction area.

The mole fraction of oxygen on plane A of these two operating points are presented in Figure
3.6. As shown, the oxygen mole fraction distributions on plane A of the both operating points
have similar trends:

• The maximum value occurs in the inlet region, and the mole fraction decreases along the
flow direction. This result is expected because the oxygen is consumed along the flow
direction.
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Figure 3.5: Cross-sectional planes for presenting the local distribution of properties at the cath-
ode side.

• The mole fraction in the channels is higher than that in the GDL. This result is expected
because the electrochemical reaction is assumed to occur on the electrolyte-GDE inter-
face, the mole fraction of oxygen at this interface is lower than that in the channel.

However, one can observe that the distributions of the oxygen mole fraction in the active zones
at these two operating points are different. At 2000 Am−2, the value of the oxygen mole fraction
in the active zones of plane A is between 9.0 % and 18.8 %; at 8000 Am−2, this range is larger:
from 7.5 % to 20.4 %. For analysing this difference precisely, four sampling lines are created,
as shown in Figure 3.7. The sampling line 1 locates in the middle of the channel on plane A,
which is used to present the mole fraction in the flow direction (X-direction). The sampling line
2-4 locate in the active zone on plane A, which are used to introduce the mole fraction in the
channel-to-GDE direction (Z-direction).
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Figure 3.6: Comparison of mole fraction distribution of oxygen at low- (2000 Am−2) and high
(8000 Am−2) mean current densities on Plane A.

Figure 3.7: Sketch of sampling lines to present the distributions of the oxygen mole fraction on
Plane A.

The mole fractions of oxygen in the channel (sampling line 1) are plotted and compared with
the analytical solution in Figure 3.8. The analytical solution of the mole fractions of oxygen in
the channel is given by [129]:

XO2(x) = X0
O2(1− 1

λ
)x/x0

(3.4)

where
XO2(x) = mole fractions of oxygen along the x direction
X0
O2

= mole fractions of oxygen at the beginning of the active zone
λ = stoichiometric factor
x = displacement (m)
x0 = total length of the active zone (m)
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As shown, the numerical and the analytical results have similar trends: the mole fractions
decrease along the flow direction. The similar concentration profile of oxygen was reported
in the literature [130]. However, the numerical results in the active zone are lower than the
analytical results. The deviations between the numerical and the analytical results can be
explained as:

• The analytical solution (Eq. (3.4)) assumed plug flow, ideal mixed gases and no transfer
loss in the porous media, XO2 along the channel is only the function of distance and
stoichiometrical factor.

• The numerical results are local values along the sampling line in the middle of the channel.
The analytical result is a 1-D solution, which neglectes the 3-D effect of the geometry.

The difference between the numerical and the analytical results for 2000 Am−2 is between 0.8 %
and 2.4 %, for 8000 Am−2 is between 0.6 % and 0.7 %: the numerical results at high current is
closer to the analytical results than low current. This effect is not reported in the modelling
works of HT-PEFC so far. To explain this effect, a dimensionless number, Péclet number (Pe),
is calculated to determine the ratio of convection and diffusion:

Pe = UxL

Di
(3.5)

where

Pe = Péclet number (-)
Ux = velocity of the gas in the flow direction (m s−1)
L = geometric characteristic length (m)
Di = multi-component diffusivity of species i (m2 s−1)

In the channel, at the beginning of the active zone, Ux for 2000 Am−2 is 0.07 m/s and for 8000
Am−2 is 0.28 m/s. L is 0.017 m and Di is calculated as 2.98 ×10−5 m2 s−1. Hence, for 2000
Am−2, Pe is 41; for 8000 Am−2, Pe is 164. This calculation shows that the influence of the
diffusion on the total mass transfer in the flow direction is small. However, this influence at the
low current (2000 Am−2) is four times higher than high current (8000 Am−2). The numerical
result at the high current is closer to the analytical result, since the analytical result neglects
completely the diffusion effect. One can see that by the analytical result, the mole fraction starts
going down exactly at the entry of the active zone; by the numerical results, the decreasing of
the mole fraction occurs earlier. This effect can be explained as the back diffusion.
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The mole fractions of oxygen in the channel-to-GDE direction (sampling line 2-4) are presented
in Figure 3.9. As shown, the mole fractions decrease along the channel-to-GDE direction (from
the BPP side to the membrane side). The gradients of the oxygen mole fraction at 2000 Am−2

are lower than that at 8000 Am−2, in all three positions. In Figure 3.9, breaks in all curves take
place at the position Z/Z0 = 0.769, because that position is the boundary between the channel
and GDL. One can observe that the gradients of the oxygen mole fraction in the GDL are higher
than that in the channel. This simulation shows that the higher the mean current density is, the
larger deviation of XO2 presents between the channel (bulk side) and the area under the GDL
(reaction zone). In practice, although XO2 at the inlet is usually around 21 % (in the air), the
XO2 at the reaction zone changes with the mean current densities.

Figure 3.8: Comparison of mole fraction distribution of oxygen along sampling line 1 at low-
(2000 Am−2) and high (8000 Am−2) mean current densities on Plane A. λ = 2/2. The
index 0 indicates the channel inlet while the index 1 indicates the channel outlet. L
= 17 mm (the total length of the channel).
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Figure 3.9: Comparison of mole fraction distribution of oxygen along sampling lines 2-4 at low-
(2000 Am−2) and high (8000 Am−2) mean current densities on Plane A. λ = 2/2.
The index 0 indicates the BPP side while the index 1 indicates the membrane side.
Z0 = 1.3 mm (the height of the channel + GDL).

Figure 3.10 presents the water vapour mole fraction distributions on plane A. Opposite to
oxygen, the mole fraction increases along the flow direction and the mole fraction in the GDL
is higher than which in the channel. This result is expected, because when more oxygen is
consumed, more water is also produced according to the reaction. One can also see that by
the both numerical results, the increasing of the mole fraction of water occurs before the entry
of the active zone, this can be explained as the diffusion effect.

The magnitude of the velocity distribution of these two operating points on plane A is shown
in Figure 3.11. On the wall, the boundary condition of the velocity is assumed to be zero; on
the electrolyte-GDE interface, the boundary condition is calculated according to Eq. (2.4) and
updated by every iteration. The inlet boundary is calculated according to:

Uinlet = IMairλ

nFρair
(3.6)

where
I = current density (A m−2)
Mair = molar mass of air (g mol−1)

77



3.2. Simulations with the single channel pair

Figure 3.10: Comparison of mole fraction distribution of water vapour at low- (2000 Am−2) and
high (8000 Am−2) mean current densities on Plane A.

ρair = density of air at 160 °C (g m−3)
λ = stoichiometrical factor (-)
F = Faraday constant (C mol−1)
n = number of electron (-)

In the simulations, Uinlet at 2000 Am−2 is 0.036 m/s; at 8000 Am−2 is 0.144 m/s. The mass
balance between inlet and outlet is checked according to Eq. (3.1) to Eq. (3.3). As shown in in
Figure 3.11, the velocity at 2000 Am−2 is lower than at 8000 Am−2. Because with the same
stoichiometric factor λ = 2/2, the inlet velocity at 8000 Am−2 is four times of which at 2000 Am−2.
However, the velocity distributions of the both operating points have similar trends: the largest
velocity occurs in the middle of the channel and decreases towards the wall. This parabolic
velocity profile in the gas channel is as expected. In the GDL, the velocity is almost zero. The
typical direction profile of the velocity in the GDL is shown in Figure 3.12, the magnitude of
the velocity in the GDL is in the range of 1×10−4 m/s - 3×10−4 m/s at 8000 Am−2, which is
three orders of magnitude lower than which in the channel. The Péclet number of Eq. (3.5) in
the GDL is in the range of 0.001 - 0.003 (with the geometric characteristic length of 0.3 mm
and multi-component diffusivity of 2.98 ×10−5 m2 s−1), which means that the convection term
is neglectable in the GDL.
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Figure 3.11: Comparison of magnitude of velocity distribution of gas mixture at low- (2000
Am−2) and high (8000 Am−2) mean current densities on Plane A.

Figure 3.12: The velocity vectors in the GDL at low- (2000 Am−2) mean current density. Posi-
tion: the cross section in the middle of the channel.

79



3.2. Simulations with the single channel pair

Figure 3.13 shows the temperature profiles of plane A. The fixed value boundaries (433 K) are
assumed on the outer walls. At 2000 Am−2, the temperature on plane A varies from 433 K
to 433.8 K. The heat source is at the electrolyte-GDE interface due to the exothermic reaction
and the Joule heating. The little difference of temperature shows that, for low mean current
densities, if the fixed temperature can be held on the outer wall of the cell, the internal field
of an HT-PEFC will be in the quasi-isothermal state. On the other hand, the temperature on
plane A varies from 433 K to 436.7 K at 8000 Am−2. This result is expected because more heat
is produced when more current is generated. One can also see that by the both simulations,
increasing of the temperature occurs before the entry of the active zone, this can be explained
as the heat transfer: the reaction zone is warmer than the inlet boundary, a part of heat flows
from the reaction zone towards the inlet zone. It is worth to note that, in the simulations, the
heat is produced in the electrolyte, the heat flux flows towards both anode and cathode outer
walls. However, the results on the anode side are not shown in this section.

Figure 3.13: Comparison of temperature distribution at low- (2000 Am−2) and high (8000 Am−2)
mean current densities on Plane A.

In the basic model, the local distribution of oxygen on the electrolyte-GDE interface (plane
B) has a significant influence on the cell performance since the ORR is assumed to occur
there. According to Equation 2.19 and Equation 2.17, both Nernst potential and activation
overpotential are functions of the mole fraction of oxygen. The mole fraction of oxygen on
plane B of the low- and high operating points are presented in Figure 3.14.

The oxygen mole fraction distributions of both operating points have similar trends:

• The mole fraction decreases along the flow direction.

• The mole fraction under the channels is higher than that under the ribs. This result is
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Figure 3.14: Comparison of mole fraction distribution of oxygen at low- (2000 Am−2) and high
(8000 Am−2) mean current densities on Plane B.

expected because the diffusion distance under the channels is shorter than that under
the ribs. This effect was reported by the previous modelling works of PEFC [70,112] and
HT-PEFC [80,81].

However, the oxygen mole fraction at 2000 Am−2 is generally higher than at 8000 Am−2: at
2000 Am−2, the maximum value is 17.5 %, the minimum value is 9.0 %, and the mean value is
12.1 %; at 8000 Am−2, the maximum value is 17.4 %, the minimum value is 6.4 %, and the mean
value is 10.5 %. This result is expected. To satisfy the mass balance, the flux of oxygen must
equal the consumed flux of oxygen of the electrochemical reaction. For instance, the diffusion
flux of oxygen at 8000 Am−2 is four times of which at 2000 Am−2, because the reaction requires
four times of oxygen molecules. According to Fick’ law, the concentration gradient in a diffusion
media dominates the diffusion flux. In the cathode GDL of an HT-PEFC, the oxygen molecules
diffuse from the bulk side to the reaction side. If the mole fractions on the bulk side are the
same, the higher the current is, the lower the mole fraction on the reaction side is, to guarantee
a greater gradient. Therefore, the reaction side oxygen mole fraction at 8000 Am−2 is lower
than at 2000 Am−2. This phenomenon was also reported by the previous research [131]. By
the extremely high mean current density, XO2 will go down to the near-zero value and can
not further reduce. In practice, it may lead a large concentration overpotential because of the
shortage of oxygen.

Another result is that, on plane B, the distributions of the oxygen mole fraction at these two
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operating points are different. For analysing this difference, four sampling lines are created, as
shown in Figure 3.15. The sampling line 1 is used to present the mole fraction of oxygen on the
electrolyte-GDE interface in the flow direction, the sampling line 2-4 are used to introduce the
mole fraction of oxygen on the electrolyte-GDE interface in the in-plane direction (channel-to-rib
direction).

Figure 3.15: Sketch of sampling lines to present the distributions of the oxygen mole fraction
on Plane B.

The mole fractions of oxygen in the flow direction (sampling line 1) are presented in Figure 3.16.
As shown, the oxygen mole fraction at 2000 Am−2 is higher than that at 8000 Am−2. The
mole fractions of oxygen in the channel-to-rib direction (sampling line 2-4) are presented in
Figure 3.17. As shown, at the both operating points, the oxygen mole fraction in the channels
is higher than that in the ribs. However, this channel-rib effect on the distribution of oxygen at
high current is more obvious than that at low current: the gradients of the oxygen mole fraction
at 8000 Am−2 are higher than that at 2000 Am−2, in all three positions.

Figure 3.18 and Figure 3.19 show the current density distributions on plane B, at the low-
and high current densities. At the operating point of 2000 Am−2, the calculated mean value
of the current density on plane B is 1999.92 Am−2; at the operating point of 8000 Am−2, the
calculated mean value of the current density on plane B is 7999.98 Am−2. The errors are below
0.08 Am−2.

The distribution of current density has the similar trends as oxygen mole fraction distribution.
One can see the current density decreases along the flow direction. One can also find the
channel-rib effect: more current is generated under the channel than ribs because the mole
fraction of oxygen under the channel is higher than ribs. Additionally, the local current densities
are not evenly distributed around the mean current density: at 2000 Am−2, the current densities
of 57 % area are below the mean current density; at 8000 Am−2, the current densities of 52 %
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Figure 3.16: Comparison of mole fraction distribution of oxygen along sampling line 1 at low-
(2000 Am−2) and high (8000 Am−2) mean current densities on Plane B. λ = 2/2.
The index 0 indicates the inlet side while the index 1 indicates the outlet side. X0

= 10 mm (the length of the active area).

area are below the mean current density. This effect is caused by the different distributions of
the species at the electrolyte-GDE interface at low and high current.
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Figure 3.17: Comparison of mole fraction distribution of oxygen along sampling lines 2-4 at low-
(2000 Am−2) and high (8000 Am−2) mean current densities on Plane B. λ = 2/2.
The index 0 indicates the middle of the channel while the index 1 indicates the side
of the rib. Y0 = 1 mm (the half width of the channel + the width of one rib).

Figure 3.18: Current density distribution at low (2000 Am−2) mean current densities on Plane
B.
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Figure 3.19: Current density distribution at high (8000 Am−2) mean current densities on Plane
B.
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Summary

The numerical results of the basic model were presented in this section. The activation loss
and the ohmic loss are shown in the polarisation curve. However, the diffusive limitation is not
shown with the basic model.

The local distributions of the species mole fraction, velocity, temperature and current density
were presented on two cross-sectional planes on the cathode side. On the plane which was in
the middle of the channel and perpendicular to the MEA, the operation with high current had a
higher velocity and higher temperature compared to the low current. The mole fraction of oxy-
gen in the middle of the channel at the both high- and low current decrease along the channel,
the numerical results showed the similar trend as the analytical results. On the electrolyte-GDE
interface, the high current case had a lower concentration of oxygen compare to the low current
case. The channel-rib effect on current density distribution was also presented in both cases.

These results showed the benefit of the 3-D CFD simulation: the local information of the whole
flow field can be achieved. That provides the knowledge to understand the physical aspects
and to optimise the design of the fuel cell.
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3.2.2 Compression effect of GDL (model I)

As mentioned in section 1.3, during the assembly of an HT-PEFC, the GDL is usually com-
pressed by the ribs of the bipolar plates, depending on the clamping pressure. For identifying
this compresstion effect, we may first define the engineering strain:

Λ = 1− lG
lG0

(3.7)

where
Λ = engineering strain (-)
lG = average thickness of the GDL after compression (m)
lG0 = average thickness of the GDL before compression (m)

In this section, the single channel pair geometries with the different engineering strains Λ were
constructed to simulate the compressing effect of the GDL. Figure 3.20 shows a synchrotron
X-ray tomographic study of the GDLs, with the different values of Λ: 0 %, 10 %, 18 % and 29 %.
Four meshes were created according to the profiles of these GDLs. The cross sections of
these meshes are showed in Figure 3.21. The blue regions indicate the GDL, the grey regions
indicate the gas channel. The thickness of the GDL under the ribs in these four meshes were
set to 300µm, 270µm, 246µm and 213µm. The curves between GDL and channel of these
four meshes were fitted from Figure 3.20. The GDL was split into two regions: the region
under the channel and the region under the rib, as shown in Figure 3.22. The porosities and
permeabilities of different engineering strains in these two regions are presented in Tabel 3.3
and Table 3.4. The previous research reported that the value of the mean geometric tortuosity
of the GDL ranges between 1.42 and 1.50 [107]. In this work, the mean geometric tortuosity
was assumed to be constant: τ=1.50. The operating conditions of the simulations were same
as the Table 3.2. The basic model was employed for the calculations.
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Figure 3.20: GDL sample compressed by a channel-rib profile. From top to bottom, the engi-
neering strain are 0 %, 10 %, 18 %, and 29 %. Reprinted from [107], with permission
from Elsevier.
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Figure 3.21: Cross section of the meshes corresponding to the engineering strains: 0 %, 10 %,
18 %, and 29 %.

Figure 3.22: The regions of GDL under the channel and the rib.
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Table 3.3: Porosities of the GDL by different engineering strains [107].

Engineering strain Porosity (under the channel) Porosity (under the rib)

0 % 80.2 76.3

10 % 79.5 74.2

18 % 79 71.6

29 % 78.8 69.5

Table 3.4: Aninsotropic permeabilities under the channel/rib [132].

Permeability under the channel (m2) Permeability under the rib (m2)

Engineering strain In-plane Through-plane In-plane Through-plane

0 % 16.93×10−12 8.22×10−12 16.93×10−12 8.22×10−12

10 % 16.93×10−12 8.22×10−12 13.82×10−12 6.59×10−12

18 % 16.93×10−12 8.22×10−12 11.10×10−12 5.16×10−12

29 % 16.93×10−12 8.22×10−12 8.49×10−12 3.82×10−12

The mass balances of the species for the anode side and the cathode side of the simulations
with the different engineering strains are checked according to Eq. (3.1) to Eq. (3.3). The
relative mass transfer errors of the species are presented in Table 3.5.

Two planes at the cathode side are employed to display the local information: one is the
electrolyte-GDE interface, another is the cross-sectional plane at the middle position of the
channel length. Figure 3.23 shows the current density distributions on the electrolyte-GDE in-
terface of the geometries with the engineering strains of 0 %, 10 %, 18 % and 29 %. The mean
current densities of these four cases were the same: Imean = 6000 Am−2. It can be seen that, at
the inlet region, the current density with the high engineering strain is greater than that with the
low engineering strain; at the outlet region, the current density with the high engineering strain
is lower than that with the low engineering strain. This trend is also presented in Table 3.6:
the deviation of the minimum value and the maximum value by engineering strain 0 % is 5374
Am−2, this deviation from engineering strain 29 % is 6983 Am−2. However, simulations show
that the cell voltage with the high engineering strain 29 % presented no significant difference
with the low high engineering strain 0 %, the concentration overpotential may not occur by a
engineering strain below 29 % at 6000 Am−2.

Figure 3.24 presents the mole fraction of oxygen (XO2) distribution on the cross-sectional plane
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Table 3.5: Relative mass transfer errors of the species by different engineering strains. The
mean current density of cases was 6000 Am−2.

Engineering strain δO2 δH2 δH2O δN2

0% 1.29% 0.16% 0.08% -1.31%

10% 1.30% 0.16% 0.08% -1.32%

18% 1.32% 0.17% 0.07% -1.34%

29% 1.35% 0.17% 0.08% -1.37%

at the middle position of the channel length. It is observed that, with increasing of the engineer-
ing strain:

• XO2 in the gas channels of the four cases are nearly identical.

• With the higher engineering strain the thickness of the GDL is smaller. It leads to the
shortage of the oxygen under the rib. That explains the big deviation of the current density
by high engineering strain.

These effects on the oxygen distribution are in agreement with previous modelling work [89].
In [89], at 6000 Am−2, the cell voltage of the cell with a engineering strain of 15 % is around
0.05 V lower than the uncompressed cell, that difference was considered as the concentration
overpotential due to the compressed GDL.

Figure 3.25 presents the mole fraction of oxygen distribution on the other cross-sectional plane,
which is in the middle of the channel and perpendicular to the MEA. One can see that the
distributions of XO2 of the four cases are similar. To present the compression effect on the mole
fraction of oxygen precisely, three sampling lines (A) at the middle of the channel (B) at the
bottom-middle of the GDL and (C) at the bottom-corner of the GDL were taken at the cathode
side, as shown in Figure 3.26. The mole fraction of oxygen was plotted over these sampling
lines and presented from Figure 3.27 to Figure 3.29. It is observed that:

• XO2 over the sampling line A of the four cases are nearly identical.

• XO2 over the sampling line B of the four cases are again nearly identical.

• XO2 over the sampling line C of the four cases are different, the mole fractions of oxygen
decrease with the increasing of the engineering strain.

It shows that the mole fraction in the GDL under the rib is influenced more significantly rather
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than other places by engineering strain.

Figure 3.23: Current density distributions at the electrolyte-GDE interfaces with the GDL engi-
neering strains of 0 %, 10 %, 18 % and 29 %. The mean current density of cases
was 6000 Am−2.

Table 3.6: Current densities and cell voltages at the electrolyte-GDE interfaces with the GDL
engineering strains of 0 %, 10 %, 18 % and 29 %.

Engineering strain Current density (Am−2) Cell voltage (V)

min mean max

0% 3744 6000 9118 0.595

10% 3378 6000 9401 0.592

18% 3172 6000 9559 0.589

29% 2821 6000 9804 0.586
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Figure 3.24: Mole fraction of oxygen on the cross sections of the cathode channel and GDL
with the GDL engineering strains of 0 %, 10 %, 18 % and 29 %. The mean current
density of cases was 6000 Am−2.

Figure 3.25: Mole fraction of oxygen on the cross-sectional plane, which is in the middle of the
channel and perpendicular to the MEA, with the GDL engineering strains of 0 %,
10 %, 18 % and 29 %. The mean current density of cases was 6000 Am−2.

93



3.2. Simulations with the single channel pair

Figure 3.26: Three sampling lines in the flow field of the cathode side: (A) at the middle of the
channel (B) at the top-middle of the GDL and (C) at the top-corner of the GDL.

Figure 3.27: The mole fraction of oxygen over the sampling line A.

Figure 3.28: The mole fraction of oxygen over the sampling line B.
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Figure 3.29: The mole fraction of oxygen over the sampling line C.
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Summary

The compression effect of the GDL is examined with the basic model in this section. Four
meshes with a single straight channel geometry were made corresponding to X-ray tomo-
graphic photograph of the GDL samples. The properties of the GDL under the channel and
that under the rib were taken from the literature. With the numerical calculation, it was found
that the engineering strain affects the distribution of the oxygen and current density. With the
high engineering strain, the range of the current density distribution is wider. However, the cell
voltage with the high engineering strain showed no big difference with the low high engineering
strain.

In the middle of the channel or under the channel, the mole fractions of oxygen has no obvious
correlation with the engineering strain; under the ribs, the mole fractions of oxygen decreases
with the increasing of the engineering strain.
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3.2.3 Multicomponent diffusion model (model IV)

As mentioned in section 2.5, the diffusion flux of one species in the gas mixture in the flow field
of the HT-PEFC can be calculated either by Fick’s law or by a Maxwell-Stefan formulation. In
this section, the local performances of the two models are presented.

Validation of Maxwell-Stefan model on 1-D Stefan tube problem

The matrix form of the Maxwell-Stefan equations (Eq. 2.55) can be validated by solving a 1-D
Stefan tube problem, for a ternary mixture. The schematic diagram of the Stefan tube problem
is shown in Figure 3.30. The mixture in the Stefan tube has two phases: the gas phase and the
liquid phase. The binary liquid is at the bottom of the tube. This liquid consists of acetone and
methanol. The vapour of acetone and methanol diffuses along x direction due to evaporation.
At the top of the tube, acetone and methanol are taken by air flow. The mole fractions of
acetone and methanol are zero at the top boundary.

In this study, the mole fraction distributions of acetone, methanol and air inside the Stefan tube
are solved using the multicomponent diffusion model and compared with the numerical solution
given by Taylor and Krishna [126, p.23]. Physical properties and boundary conditions are given
in Table 3.2.3. The values of binary diffusion coeffients are: D12 = 8.48 × 10−6 m2s−1, D13=
13.72× 10−6 m2s−1 and D23= 19.91× 10−6 m2s−1, which are taken from [126, p.22].

Molar fractions for the 3 species are shown in Figure 3.31. One can see that the model in
this work using the Maxwell-Stefan formulation shows the agreement with the numerical results
from Taylor and Krishna.

Table 3.7: Labels and boundary conditions of Stefan tube simulation

Component Label Xi on top Xi on bottom

Acetone 1 0 0.319

Methanol 2 0 0.528

Air 3 1 0.153
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Figure 3.30: Schematic diagram of a Stefan tube [133].

Figure 3.31: Comparison of mole fractions in Stefan tube with numerical solution from Taylor
and Krishna. Components: acetone(X1), methanol(X2) and air(X3).
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Comparison of Fick’s law and Maxwell-Stefan formulations on the single channel pair
with the H2/air system

In this section, the numerical results of the basic model (with Fick’s law) and the multicomponent
diffusion model on the single channel pair geometry are compared. The operating conditions
of the simulations are the same as the Table 3.2. The operating point corresponds to a mean
current density of 4000 Am−2. These two models use the same electrochemical equations, the
parameters are listed in Table 2.4.

The mass balances of the species for the anode side and the cathode side of the two models
are checked according to Eq. (3.1) to Eq. (3.3). For the basic model, the relative mass transfer
errors of the species are: δO2 = 0.12 %, δH2 = 0.02 %, δH2O = 0.04 %, δN2 = −0.02 %. For macro-
homogeneous model, the relative mass transfer errors of the species are: δO2 = 0.48 %, δH2 =
0.01 %, δH2O = 0.08 %, δN2 = −0.37 %.

As mentioned before, the mole fraction of oxygen on the cathode side is important as it affects
the activation overpotential for an HT-PEFC. Therefore, this quantity is employed in this section
to compare the results of the simple Fickian and Maxwell-Stefan (generalized Fick’s law) for-
mulations. Figure 3.32 shows the numerical results of the mole fraction distribution of oxygen
obtained using the Fick’s law and the Maxwell-Stefan equations. One can see that the results
for the Fick’s law and the Maxwell-Stefan formulation are similar. The calculations suggest that
there is little difference between the numerical results of Fick’s law and those of Maxwell-Stefan
equations (generalized Fick’s law), the difference in mean mole fraction at the electrolyte-GDE
interface being only around 0.32 %.

Figure 3.33 shows the numerical results of the current density distribution obtained using the
Fick’s law and the Maxwell-Stefan equations. Similar to the mole fraction distribution of oxygen,
the current density distribution for the Fick’s law and the Maxwell-Stefan formulation are also
near-identical.

The magnitude of the off-diagonal term of the multi-component diffusion coefficients is indica-
tive of the deviation from Fick’s law. If these terms, Equation 2.51, are zero; the Maxwell-Stefan
equations reduce to Fick’s law. This happens when all of the binary diffusivities are equal.
For convenience, labelling oxygen, water and nitrogen as 1, 2 and 3, respectively, calculated
average binary diffusion coefficients in the channel and GDL are presented in Table 3.8.

As shown, the binary diffusivities are not identical but deviate by around 21 %. Using these
binary diffusivities, the multi-component diffusion coefficients can be obtained either by Wilke’s
formulation Equation 2.15 or by the matrix form of the Maxwell-Stefan formulation Equations 2.55.
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Figure 3.32: Mole fraction of oxygen at the electrolyte-GDE interfaces: comparison of Fick’s law
and Maxwell-Stefan formulation.

Table 3.8: Binary diffusivities in the channel and GDL at the cathode side. Components of the
mixture: oxygen (1), water (2) and nitrogen (3).

Channel GDL

D12 3.98 × 10−5 m2s−1 1.96 × 10−5 m2s−1

D13 4.99 × 10−5 m2s−1 2.45 × 10−5 m2s−1

D23 5.08 ×10−5 m2s−1 2.49 × 10−5 m2s−1

In the case of HT-PEFC cathode, the multi-component diffusion coefficients obtained by Wilke’s
formulation in the channel and GDL are presented in Table 3.9. The multi-component diffusion
coefficients obtained by Maxwell-Stefan formulation in the channel and GDL are presented in
Table 3.10. It is important to note that only two fluxes are required for a ternary mixture.

So off-diagonal values in the channels are typically 6 % or less of diagonal values, and even
less so within the GDL. Both sets of results (Fick and Stefan Maxwell) generated essentially
the same global and local concentrations profile of oxygen: decreasing in the main direction of
the flow; with the under the channel higher than that under the rib.
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Figure 3.33: Current density distribution at the electrolyte-GDE interfaces: comparison of Fick’s
law and Maxwell-Stefan formulation.

Table 3.9: Multi-component diffusion coefficients of Fick’s law in the channel and GDL at the
cathode side. Components of the mixture: oxygen (1), water (2) and nitrogen (3).

Channel GDL

D0
11 4.09 × 10−5 m2s−1 1.94 × 10−5 m2s−1

D0
22 5.00 ×10−5 m2s−1 1.81 × 10−5 m2s−1

Table 3.10: Diagonal and off-diagonal terms of Maxwell-Stefan formulation in the channel and
GDL at the cathode side. Components of the mixture: oxygen (1), water (2) and
nitrogen (3).

Channel GDL

diagonal diagonal

D0
11 3.20 × 10−5 m2s−1 1.51 × 10−5 m2s−1

D0
22 4.01 ×10−5 m2s−1 1.81 × 10−5 m2s−1

off-diagonal off-diagonal

D0
12 -1.96 × 10−6 m2s−1 -3.52 × 10−7 m2s−1

D0
21 3.39 × 10−8 m2s−1 5.64 × 10−9 m2s−1
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Comparison of Fick’s law and Maxwell-Stefan formulations on single channel HT-PEFC
with the reforming gas/air system

In this section, the performances of Fick’s law and Maxwell-Stefan formulations on HT-PEFC
with the reforming gas/air system are presented. Similar to the last section, the single channel
pair geometry was employed. The reforming gas is fed from the inlet of the anode channel, and
the air is fed from the inlet of the cathode channel, both the stoichiometrical factor on both sides
is 2. The boundary of temperature with a fixed value of 160 °C is set on the outer walls on both
anode and cathode sides. The reforming gas consists essentially of hydrogen, nitrogen, water
vapour, carbon dioxide and carbon monoxide. However, in this study, the carbon monoxide is
not considered since the CO poisoning effect is not modelled in this thesis and the mole fraction
of CO at the entry of the anode of the HT-PEFC with the reforming gas/air system is usually
small (in the order of 1 % [5]). In this study, the nitrogen, water vapour and carbon dioxide are
considered as inert gases. The operating conditions of the simulations are listed in Table 3.11.
The boundaries of the gases are calculated from [5]. The operating point corresponds to a
mean current density of 4000 Am−2.

Table 3.11: Operating conditions for the comparison of Fick’s law and Maxwell-Stefan formula-
tions with the reforming gas/air system.

Parameter Symbol Value Unit

Operating temperature T 433 K

Pressure at anode outlet pa 101325 Pa

Pressure at cathode outlet pc 101325 Pa

Mass fraction of H2 at anode inlet YH2 0.034

Mass fraction of H2O at anode inlet YH2O 0.212

Mass fraction of N2 at anode inlet YN2 0.416

Mass fraction of CO2 at anode inlet YCO2 0.338

Mass fraction of O2 at cathode inlet YO2 0.230

Mass fraction of N2 at cathode inlet YN2 0.770

Anode stoichiometric ratio λa 2

Cathode stoichiometric ratio λc 2

The mass balances of the species for the anode side and the cathode side of the two models
are checked according to Eq. (3.1) to Eq. (3.3).
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For the basic model, the relative mass transfer errors of the species are: δO2 = 0.06 %, δH2

= 0.01 %, δH2O = 0.05 %, δN2 = −0.01 %, δCO2 = 0.00 %. For macro-homogeneous model, the
relative mass transfer errors of the species are: δO2 = 0.27 %, δH2 = −0.01 %, δH2O = 0.03 %,
δN2 = 0.25 %, δCO2 = −0.03 %.

Different with the last section, the numerical results on the anode side are presented. In the
HT-PEFC with the reforming gas/air system, the mole fraction of hydrogen (XH2) is not always
100 %. The local distribution of XH2 on the electrolyte-GDE interfaces of the anode side is
important since it affects the Nernst potential (2.19). It is worth to note that, in this thesis,
it is assumed that XH2 does not affect the kinetics. In practice, the kinetics of the hydrogen
oxidation reaction (HOR) affects the kinetics seriously when the presence of the CO poisoning.
However in this thesis, the CO poisoning effect is not modelled. In this case, the HOR becomes
neglectable compared to ORR [29, p.582].

Figure 3.34 shows the results of the mole fraction distribution of hydrogen, water, carbon dioxide
and nitrogen at the electrolyte-GDE interfaces obtained using the two diffusion models. Similar
to the last section, the calculations suggest that there is a little difference between the numerical
results of Fick’s law and those of Maxwell-Stefan equations. The difference in the mean mole
fraction of hydrogen, water, carbon dioxide and nitrogen at the electrolyte-GDE interface are
shown in Table 3.12. One can see that the biggest difference is only 0.4 % by XN2 .

Table 3.12: The mole fraction of hydrogen, water, carbon dioxide and nitrogen at the electrolyte-
GDE interface.

XH2 XH2O XCO2 XN2

Fick’s law 23.830 % 26.106 % 17.056 % 33.001 %

Maxwell-Stefan 23.836 % 26.489 % 17.071 % 32.604 %

We may label hydrogen, water, carbon dioxide and nitrogen as 1, 2, 3 and 4. The calculated
average binary diffusion coefficients in the channel and GDL on the anode side are presented
in Table 3.13. It is observed that the binary diffusivities are not identical but deviate by around
82 %. This significant deviation is due to the high diffusivity of hydrogen.

The multi-component diffusion coefficients obtained by Wilke’s formulation in the channel and
GDL are presented in Table 3.14 and the multi-component diffusion coefficients obtained by
Maxwell-Stefan formulation in the channel and GDL are presented in Table 3.15. For the case
of the quaternary mixture, three fluxes are required. The off-diagonal values in the channels
are typically 28 % or less of diagonal values, and even less so within the GDL.
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Figure 3.34: Mole fraction of (1) hydrogen, (2) water, (3) carbon dioxide and (4) nitrogen
at the electrolyte-GDE interfaces: comparison of Fick’s law and Maxwell-Stefan
formulation.

Table 3.13: Binary diffusivities in the channel and GDL at the anode side. Components of the
mixture: hydrogen (1), water (2), carbon dioxide (3) and nitrogen (4).

Channel GDL

D12 1.75 × 10−4 m2s−1 8.59 × 10−5 m2s−1

D13 1.28 ×10−4 m2s−1 6.31 × 10−5 m2s−1

D14 1.50 ×10−4 m2s−1 7.40 × 10−5 m2s−1

D23 4.04 × 10−5 m2s−1 1.99 × 10−5 m2s−1

D24 4.98 × 10−5 m2s−1 2.45 × 10−5 m2s−1

D34 3.14 × 10−5 m2s−1 1.54 × 10−5 m2s−1
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Table 3.14: Multi-component diffusion coefficients in the channel and GDL at the anode side.
Components of the mixture: hydrogen (1), water (2), carbon dioxide (3) and nitrogen
(4).

Channel GDL

D0
11 1.52 × 10−4 m2s−1 7.46 × 10−5 m2s−1

D0
22 6.67 ×10−5 m2s−1 2.45 × 10−5 m2s−1

D0
33 4.81 ×10−5 m2s−1 2.00 × 10−5 m2s−1

Table 3.15: Diagonal and off-diagonal terms of Maxwell-Stefan formulation in the channel and
GDL at the anode side. Components of the mixture: hydrogen (1), water (2), carbon
dioxide (3) and nitrogen (4).

Channel GDL

diagonal diagonal

D0
11 1.51 × 10−4 m2s−1 7.45 × 10−5 m2s−1

D0
22 6.21 ×10−5 m2s−1 2.71 × 10−5 m2s−1

D0
33 4.43 ×10−5 m2s−1 1.94 × 10−5 m2s−1

off-diagonal off-diagonal

D0
12 -2.08 × 10−6 m2s−1 -5.41 × 10−7 m2s−1

D0
13 1.49 × 10−6 m2s−1 3.85 × 10−7 m2s−1

D0
21 -4.27 × 10−5 m2s−1 -1.78 × 10−5 m2s−1

D0
23 2.68 × 10−6 m2s−1 1.32 × 10−6 m2s−1

D0
31 -1.54 × 10−5 m2s−1 -4.26 × 10−6 m2s−1

D0
32 -2.82 × 10−6 m2s−1 -1.32 × 10−6 m2s−1
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Summary

The numerical results of the multicomponent diffusion model were presented in this section.
The Maxwell-Stefan formulation was validated with the Stefan-tube case. The numerical results
showed good agreement with the numerical solution from Taylor and Krishna.

The single channel pair geometry was employed in the simulations. For the H2/air system, it
was found that the difference between Fick’s law and Maxwell-Stefan formulation is small. For
the reforming gas/air system, the simulations showed that there is still a tiny difference between
this two diffusion models.

The binary diffusivities between the gases were calculated in this study. It was found that the
binary diffusivities are not identical. However, it did not create a significant difference on the
mass transfer equations (2.10) between Fick’s model and Maxwell-Stefan model. The diagonal
and off-diagonal terms of Maxwell-Stefan formulation were also given in this study. It was found
that the off-diagonal terms are small compared to the diagonal terms which mean that the
impact of the interaction between species was little on the diffusion flux.

Overall, this study suggested that at the typical operating point of HT-PEFC, the interaction
between the gas species is small, both Fick’s law (modified by Wilke’s formulation) and Maxwell-
Stefan formulation can be used to calculate the diffusion flux.
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Chapter 3. Numerical results

3.3 Simulations with the single cell with serpentine flow field

In Chapter 3.2, the single channel pair geometry is used to present the basic analysis of the
local mass transfer of HT-PEFC. In this Chapter, the single cell with serpentine flow field is
employed to run the simulations on the existing in-house HT-PEFC cell. The active area of
the cell is 50 cm2. First, the results of the basic model and the Macro-homogeneous model
are validated and compared. Then, the results of the water transfer model are validated and
discussed.

3.3.1 Basic model (model I) and Macro-homogeneous model (model II)

Polarisation curve

In this section, the polarisation curves of the basic model and the macro-homogeneous model
are validated with the experimental data. Eight operating points with the mean current densities
from 1000 A/m2 to 8000 A/m2 are taken to simulate the polarisation curve. The operating
conditions of the simulations are same as the Table 3.2. The physical parameters of the basic
model are listed in Table 2.4.

The sensitive electrochemical parameters of the macro-homogeneous are: the proton conduc-
tivity of the catalyst layer σt, the effective diffusivity of oxygen in the catalyst layer DCL, and the
thickness of the catalyst layer lt. All these three parameters are fitting parameters since they
are hard to measure in the in-situ situation. These parameters of the macro-homogeneous
model are listed in Table 2.5. The experimental data are listed in Appendix 6.1.

Figure 3.35 compares the polarisation curves of the basic model, the macro-homogeneous
model and experimental data. One can see that both basic model and macro-homogeneous
model fit the experimental data well. The biggest deviation between the basic model and the
experimental results is 2.2 × 10−2 V, it occurs at the lowest mean current density, i.e. 1000
A/m2. The biggest deviation between the macro-homogeneous model and the experimental
results is 1.5 × 10−2 V, it also occurs at 1000 A/m2.

The above comparisons show that the macro-homogeneous model can predict the overall per-
formance of the HT-PEFC as well as the basic model. Additionally, one can make a more
detailed analysis on the overpotentials with the macro-homogeneous model. Here we recall
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3.3. Simulations with the single cell with serpentine flow field

Figure 3.35: Polarisation curve: comparison of numerical results of the basic model (blue), the
macro-homogeneous model (green) and experimental data with the serpentine
flow field (red).

Equation 2.30:

η0 = b · arcsinh( (i/jσ)2

2(cO2/cref )(1− exp(−i/(2j∗)))
)︸ ︷︷ ︸

activation + proton transfer loss

+ σtb
2

4FDCLcO2
( i
j∗
− ln(1 + i2

j∗
2β2 ))︸ ︷︷ ︸

oxygen transfer loss

(3.8)

Besides the ohmic loss, the overpotential can be spilt into two parts: 1) the combination of the
activation overpotential and the proton transfer loss; 2) the oxygen transfer loss. The values
of these two losses are plotted in Figure 3.36 and compared with the activation overpotential
calculated in the basic model. It is worth to note that, the ohmic overpotentials of the both case
are not shown in Figure 3.36.

As shown, the solid blue line indicates the activation overpotential of the basic model; the solid
green line indicates the sum of the activation overpotential and the proton transfer loss in the
catalyst layer of the macro-homogeneous model; the green dash line indicates the oxygen
transfer loss of the macro-homogeneous model; the red solid line indicates the sum of the
values of the two green lines. All curves increase with the increasing of the mean current
density. The values of red line equal approximately the values of the blue line: the biggest
difference (0.02 V) occurs in 1000 A/m2.

The macro-homogeneous model can estimate the proportion of the oxygen transfer loss in the
total overpotential. As shown in Figure 3.37, with the increasing of the mean current density, the
proportion of the oxygen transfer loss in the total overpotential increases from 2.1 % to 11.4 %.
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Chapter 3. Numerical results

Figure 3.36: Overpotential: comparison of numerical results of the basic model (blue) and the
macro-homogeneous model (green). The ohmic overpotentials of the both case
are not shown.

Figure 3.37: The proportion of the oxygen transfer loss in the total overpotential as a function
of the mean current density.
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3.3. Simulations with the single cell with serpentine flow field

Local distribution of properties

In this paragraph, the local distributions of the physical properties, such as mole fraction of
species, current density, velocity and temperature of the basic model and the macro-homogeneous
model are presented. Both of these two simulations were under a mean current density of 4000
Am−2.

The mass balances of the species for the anode side and the cathode side of the two models
are checked according to Eq. (3.1) to Eq. (3.3).

For the basic model, the relative mass transfer errors of the species are: δO2 = 0.11 %, δH2 =
0.01 %, δH2O = 0.14 %, δN2 = 0.01 %. For macro-homogeneous model, the relative mass transfer
errors of the species are: δO2 = 0.11 %, δH2 = 0.01 %, δH2O = 0.10 %, δN2 = −0.01 %.

Figure 3.38 compares the distributions of the mole fraction of oxygen (XO2) on the electrolyte-
GDE interface, which were determined by the basic model (left) and the macro-homogeneous
model (right). The distributions of XO2 in these two figures have similar trends:

• The maximum value ofXO2 occurs in the inlet region, and decreases along the serpentine
flow direction.

• XO2 under the channels is higher than which under the ribs.

However, small differences are still observed: at the inlet, XO2 of the macro-homogeneous
model (19.63 %) is slightly higher than the basic model (18.99 %); at the outlet, the mean value of
XO2 of the macro-homogeneous model (8.23 %) is slightly lower than the basic model (8.46 %).
The mean vlaue of XO2 of the basic model on the electrolyte-GDE interface is 12.43 %; for the
macro-homogeneous model, this value is 12.74 %.

Interestingly, although the numerical results of the distributions of XO2 of these two models
were similar, the current distribution of these two models still showed a significant difference.
As shown in Figure 3.39, the current densities of both models have the serpentine shape. How-
ever, the current density calculated by the basic model varies from 2622 Am−2 to 6081 Am−2,
while the current density calculated by the macro-homogeneous model varies from 3681 Am−2

to 4340 Am−2. The percentage based histogram of current density distributions of these two
models is shown in Figure 3.40, with 100×100 sampling points on the electrolyte-GDE in-
terface. One can see that the current density of the macro-homogeneous model varies in a
much smaller range than the basic model. Most of the current densities (80%) of the macro-
homogeneous model are distributed in the range of 3900 Am−2 to 4100 Am−2, that distribution
is more homogeneous than the basic model. The reason is that, in this thesis, XO2 on the
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electrolyte-GDE interface is the mole fraction of oxygen when the oxygen just passes through
the GDL. In the basic model, it is assumed that the transfer of oxygen in the CL is very fast
and there is no additional overpotential due to the oxygen transfer in the CL. The macro- ho-
mogeneous model assumes a limited transfer of oxygen in the CL, that brings the additional
local overpotential (Eq. (2.30)). Compared to the Tafel equation (2.17), the calculation of the
overpotential in Eq. (2.30) is more complex but has less sensitivity of the local oxygen mole
fraction. Therefore, the impact of the oxygen mole fraction distribution on current distribution is
smaller in the macro-homogeneous model than the basic model.

Figure 3.38: Comparison of mole fraction distribution of oxygen calculated by the basic model
and the macro-homogeneous model at 4000 Am−2 mean current densities.

Figure 3.39: Comparison of current density distribution calculated by the basic model and the
macro-homogeneous model at 4000 Am−2 mean current densities.

The numerical results show the similar distributions of the velocity and temperature for these
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3.3. Simulations with the single cell with serpentine flow field

Figure 3.40: Percentage based histogram of current density distribution of the basic model
(blue) and the macro-homogeneous model (green) at 4000 Am−2 mean current
densities.

two models. Therefore, only the result of the basic model is taken to present the velocity and
temperature distribution of the single cell with serpentine flow field. Since the 3-D fields of
velocity and temperature are not straightforward to show, two cross-sectional planes are used
to display the local information. As shown in Figure 3.41, plane A is in the middle of the cell,
and plane B is in the middle of the channel and perpendicular to the MEA.

Figure 3.42 shows the magnitude of the velocity under an operating point 4000 Am−2 of plane
A. Since the whole cross-section is too narrow to present, only the first five channels near the
outlet are shown. Figure 3.43 shows the magnitude of the velocity of plane B. Since the channel
is too long, only the first 25 mm are shown. Both figures suggest that the largest velocity occurs
in the middle of the channel and decreases towards the wall.

Figure 3.44 shows the temperature profile of plane A and Figure 3.45 shows the temperature
profile of plane B. The perfect cooling is assumed, which means the fixed value boundaries
(433 K) are applied on the outer walls. As shown, the temperature on both planes varies from
433K to 435K. This little difference shows that if the fixed temperature can be hold on the outer
wall of the cell, the internal field of an HT-PEFC will be in the quasi-isothermal state. The heat
source is at the electrolyte-GDE interface due to the exothermic reaction and ohmic heating.
Figure 3.44 also shows that the temperature under the gas channel is higher than under the
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Figure 3.41: Cross-sectional planes for presenting the velocity and temperature distribution.
Left: plane A, which is in the middle of the cell; Right: plane B, which is in the
middle of the channel and perpendicular to the MEA.

rib.

Figure 3.42: Velocity profile on the cross-sectional plane A (only five channels are showed).
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3.3. Simulations with the single cell with serpentine flow field

Figure 3.43: Velocity profile on the cross-sectional plane B (only the first 25 mm are showed).

Figure 3.44: Temperature profile on the cross-sectional plane A. The left part is the inlet side
and the right part is the outlet side.

Figure 3.45: Temperature profile on the cross-sectional plane B (only the first 25 mm are
showed).
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Summary

The numerical results with the single cell with serpentine flow field of the basic model and the
macro-homogeneous model were presented in this section. The electrochemical parameters
of these models are fitted from the experimental data. Compared to the numerical results of
the basic model, the macro-homogeneous model considered the proton transfer loss and the
oxygen transfer loss in the catalyst layer. This model requires three more fitting parameters,
which are hard to measure in the practice. However, this model provides the possibility to
include the effects of the catalyst layer properties on the cell performance.

The local distributions of the oxygen mole fraction, current density, velocity, and temperature
were also showed. By macro-homogeneous model, the distribution of the oxygen mole fraction
are similar to the basic model, and the distribution of the current density is more homogenous
than the basic model.
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3.3. Simulations with the single cell with serpentine flow field

3.3.2 Water transfer model (model III)

As introduced in Section 2.4, the water-crossover is a significant issue on the fuel cell perfor-
mance. In this work, two water transfer models are implemented in the HT-PEFC solver and
validated with the experiment: the basic water transfer model (model III-a) and the modified
water transfer model (model III-b). The simulations were under the operating conditions which
were presented in Table 3.2. The experimental data was taken from [116]. In that work, an
HT-PEFC with a commercial MEA was operated under the same conditions as Table 3.2. The
water was condensed by condensers and then collected using glass bottles.

The active area in the simulation was fixed as 52.62 cm2. This value was directly calculated
according to the sketch of the flow field design. However, in the experiment, the sealing covers a
part of the reaction surface. The active area is therefore smaller. This area of the experimental
cell is around 45 cm2. For making an appropriate comparison, in this work, all the water fluxes
from the experiment were modified by a factor 52.62/45, i.e 1.17. The local distributions of
properties of the two models are also presented in the following subsections.

Validation of the model III-a

The governing equations and numerical algorithms of the model III-a are already showed in
Section 2.4. The sensitive parameter to the overall performance is the effective diffusivity of
water Deff

H2O
. In the literature, this value was assumed to be 2.7×10−7 m2 s−1 in [116] and 1

×10−7 m2 s−1 in [120]. In this work, Deff
H2O

was estimated as 2.4×10−7 m2 s−1. This value is
fitted from the measured water flux of an in-house experiment, the experimental data are listed
in Appendix 6.2. Three mean current densities were taken to simulate the water transfer and
calculate the quantities of water at the anode and cathode side: 2000 Am−2, 4000 Am−2 and
6000 Am−2.

Figure 3.46 compares the numerical results and the experiment results. The flux of water at
the outlets was plotted as a function of mean current densities. As shown, the solid black
lines indicate the numerical outcomes of the anode and cathode side, the red points indicate
experiment results of the anode and cathode side. At the anode, the numerical results increase
linearly with the increasing of the mean current density and fits the experiment data. The largest
deviation between the simulation and the experiment is 0.58 g/h, which occurs at 6000 Am−2.
At the cathode, the numerical results also increase linearly with the increasing of the mean
current density. It shows the same trends as the experiment. However, the deviations between
the simulation and the experiment at cathode side are higher than anode side. At the current
densities of 2000 Am−2, 4000 Am−2 and 6000 Am−2, the deviations of the water flux of the
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cathode side are 0.25 g/h, 0.71 g/h and 1.26 g/h. The deviations are 9.3 %, 13.0 % and 15.3 %
of the experimental data.

Figure 3.46: Generated water at the cathode side and anode side: comparison of the CFD
simulation and the experiment.

Table 3.16 presents the comparison of the calculated total water flux and the total water quantity
collected by experiment. The calculated total mass flux of water is proportional to the mean
current density:

φtotal = AMH2O
i

nF
(3.9)

where
φtotal = total mass flux of the generated water (kg s−1)
A = active area (m2)

One can see that there is 6 %- 7 % deviation between the calculation and the experiment. It can
be explained as the experimental error.

The other critical result in the model III-a is the crossover rate γ (Equation 2.38). It indicates that
how many percents of the generated water will cross the membrane. This parameter was first
introduced in the modelling works of PEFC from Bernardi et al. [134] and Springer et al. [42] to
characterise the crossover effect of water.

The comparison of the simulation and the experiment on γ is showed in Figure 3.47. The
solid black line indicates the mean value of γ. One can observe that by the experiment, the
crossover rate is nearly constant (≈ 18 %). By the simulation, the crossover rate decreases with
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Table 3.16: Total mass flux of the generated water: comparison of the CFD simulation and the
experiment.

Total flux of water (g/h)

I (Am−2) Numerical Experiment Deviation

2000 3.52 3.27 7.08 %

4000 7.07 6.65 5.93 %

6000 10.61 9.93 6.41 %

the increasing of the mean current density. The reason for this deviation is that the effective
diffusivity of water Deff

H2O
was a fixed number in the simulation. However, in practice, this might

vary with the mean current density, because the density of the water-acid solution changes with
the mean current density.

Figure 3.47: Cross over rate of the generated water: comparison of the model III-a and the
experiment.

Local distribution of properties of the model III-a

The local distributions of the water vapour at the anode and the cathode side are calculated
using the model III-a. The mean current density was 4000 Am−2.

The mass balances of the species for the anode side and the cathode side for model III-a are
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checked according to Eq. (3.1) to Eq. (3.3). The relative mass transfer errors of the species
are: δO2 = 1.39 %, δH2 = 0.17 %, δH2O = 0.09 %, δN2 = 0.002 %.

The mole fractions of water vapour (XH2O) at the electrolyte-GDE interfaces are presented in
Figure 3.48.

At the anode side, XH2O varies from 0 to 11.5 %, at the cathode side, XH2O varies from 0 to
20 %. The distributions of XH2O give the following trends:

• XH2O at the cathode side is higher than anode side. This result is as expected because
the water is first produced at the cathode side. For the ideal gas, the mole fraction is
proportional to the partial pressure. Accordingly, the partial pressure of the water vapour
at the cathode side is higher than anode side. This deviation of the water vapour partial
pressure between anode and cathode is considered as the driving force of the water
crossover in this water transfer model.

• At both sides, the maximum value of XH2O occurs in the outlet region. The mole fraction
increases along the flow direction. This result is expected because the water is generated
continuously along the flow direction.

• At both sides, XH2O under the channels is lower than that under the ribs. Because the
reactants depletion is strongest under the ribs, which would mean that XH2O under the
ribs increases.

• On the picture of the XH2O distribution at the anode side, the dividing line between the
channel region and the rib region is not clear. This result is as expected. Because the
gases on the anode side are hydrogen and water, the mean binary diffusivity of these two
gases is 1.18×10−4 m2s−1. It is an order of magnitude higher than the binary diffusivities
at the cathode side. A high diffusivity means the gas diffuses easier from high concentra-
tion to low concentration. Consequently, the variation between XH2O under the channel
and the rib is small.
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Figure 3.48: Mass fraction of water vapour at the electrolyte-GDE interface: comparison of
anode side and the cathode side (the model III-a).

Validation of the model III-b

In the model III-b, the absorption-evaporation processes of water are considered. The gov-
erning equations and numerical algorithms are already showed in Section 2.4. An empirical
Equation 2.42 was used to correspond the mass fraction of water in the electrolyte and the
partial pressure of the water vapour in the GDL.

The sensitive parameters of this model is the Effective mass transfer coefficient keffH2O,l
and the

reference current density iref,w. In this work, keffH2O,l
was estimated as 2×10−6 kg m−1 s−1 and

iref,w is assumed to be 1×104 A m2. These values are fitted from the measured water flux of
an in-house experiment, the experimental data are listed in Appendix 6.2.

Similar to the model III-a, three mean current densities were taken to estimate the quantities of
water at the anode and cathode side: 2000 Am−2, 4000 Am−2 and 6000 Am−2.

Figure 3.49 compares the numerical results of the model III-a, the numerical results of the
model III-b and the experiment results. The flux of water at the outlets was plotted as a function
of mean current densities.

As shown, the solid black lines indicate the numerical results of the model III-a, the solid blue
lines indicate the numerical results of the model III-b and the red points indicate experiment
results. By both models, it is observed that, not only the total water flux increase linear with the
increasing of the mean current density. This linear relationship also occurs separately at the
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anode side and the cathode side (Figure 3.49). The models suggest that the flux of the water
crossover of an HT-PEFC is proportional to the mean current density, this effect is modelled in
the previous research [116].

It can also be observed that the agreement between the model III-b and experiment is better
than the agreement between the model III-a and experiment. At both anode and cathode,
the numerical results of the model III-b increase linearly with the increasing of the mean current
density. At the anode, the deviation between the simulation and the experiment ranges between
0.04 g/h and 0.15 g/h; at the cathode, the deviation between the simulation and the experiment
ranges between 0.21 g/h and 0.83 g/h.

However, for the model III-b, there is still 6 %-7 % deviation of the total water flux between the
simulation and the experiment, because of the experimental error.

Figure 3.50 compares the water crossover rate of the model III-a, the model III-b and experi-
ment. It can be seen that the agreement between the model III-b and experiment is also better
than the agreement between the model III-a and experiment. This result is as expected be-
cause the model III-b introduces an additional empirical equation (Equation 2.41) to correct the
density change of the water-acid solution with the change of mean current density.

Figure 3.49: Generated water at the cathode side and anode side: comparison of the model
III-a, model III-b and the experiment.
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Figure 3.50: Cross over rate of the generated water: comparison of the model III-a, model III-b
and the experiment.

Local distribution of properties of the model III-b

The mass balances of the species for the anode side and the cathode side for model III-b are
checked according to Eq. (3.1) to Eq. (3.3). The mean current density was 4000 Am−2. The
relative mass transfer errors of the species are: δO2 = 1.70 %, δH2 = 0.21 %, δH2O = 0.07 %, δN2

= 0.004 %.

The mole fractions of water vapour (XH2O) at the electrolyte-GDE interface determined by the
model III-b are displayed in Figure 3.51. One can see that Figure 3.51 is near-identical to
Figure 3.48. The only difference is that XH2O of the model III-b at the anode outlet is slightly
higher than that of the model III-a. The difference is around 2.1 %.

Different from the model III-a, the mass fraction (wt %) of the phosphoric acid can be solved
by using the model III-b. Figure 3.52 shows the mass fraction of the phosphoric acid (YH3PO4)
on the anode and the cathode sides of the electrolyte. One can see that YH3PO4 varies in
the whole electrolyte region. The concentration of the phosphoric acid of the anode side is
higher than that of the cathode side. In other words, the concentration of liquid water on the
anode side is lower than that of the cathode side. This concentration gradient of liquid water
is assumed to be the driven force of the water crossover. In the electrolyte, the numerical
calculation indicates that YH3PO4 is between 93.9 % and 95.3 %. This is in agreement with the
measurement using synchrotron-based X-ray tomographic microscopy of an HT-PEFC: at 160
°C, YH3PO4 is reported as 96.5 ± 1.5 wt % [135].
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The calculated value of YH3PO4 from CFD is higher than the original state of the membrane.
By the in-house experiment, YH3PO4 in the membrane was 85 % when it just assembled from
the lab. The CFD simulation determines a quasi dry-out state of the membrane. It will lead to a
decreasing of the cell performance. The proton conductivity of the phosphoric acid is a function
of phosphoric acid composition. By the typical operating temperature of an HT-PEFC (160 °C),
the highest proton conductivity was reported in the range of 62 - 65 wt % of P2O5 [136, p.118],
which are 85 % - 90 % of YH3PO4 . When YH3PO4 is bigger than 90 %, the proton conductivity
decreases rapidly with the increasing of YH3PO4 .

Figure 3.51: Mass fraction of water vapour at the electrolyte-GDE interface: comparison of
anode side and the cathode side (the model III-b).
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Figure 3.52: Mass fraction of phosphoric acid at the electrolyte-GDE interface: comparison of
anode side and the cathode side (the model III-b).

Summary

The numerical results of the water transfer model were presented in this section. Two ver-
sions of the water transfer model (the model III-a and the model III-b) were validated with the
experiment data.

In the model III-a, the absorption-evaporation and diffusion are treated as one effective transfer
process. The numerical result of the flux of water at the outlets fitted the experiment data well.
The deviation of the total water flux between the simulation and the experiment is 6 %-7 %,
which is probably caused by the incomplete condensation of water vapour by experiment. The
local distributions of water vapour at the electrolyte-GDE interfaces were also showed.

The model III-b solved the absorption-evaporation and the diffusion separately. The numerical
result of the water flux at the outlets and the water crossover rate of this model fitted the ex-
periment data better than that of the model III-a. However, the deviation of the total water flux
between the simulation and the experiment is still the same. Additionally, this model can deter-
minate the concentration of the phosphoric acid in the membrane. In the later work, the model
for solving the local distribution of the proton conductivity of the membrane can be integrated
into this model.
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4 Discussion

The objective of this thesis is the 3D-modelling of HT-PEFC on the cell level for improving the
understanding of the physical phenomena in the cell. In the scope of the chemical engineering,
the HT-PEFC is usually considered as a membrane reactor, which can continuously produce
electricity from the chemical energy of the fuel. This membrane reactor mainly consists of
bipolar plates (BPPs), Gas diffusion layers (GDLs), catalyst layers (CLs) and a phosphoric acid
doped membrane. In this thesis, conservation equations are created and solved using the CFD
technology, to calculate the physical variables in these components or the spaces between
these components (gas channels or pores). Compare to the analytical model, the 3-D CFD
model takes the 3-D effect into account and offers detailed local information inside the cell. In
this thesis, the following phenomena are solved: the mass transfer, the momentum transfer
and the species transfer in the gas channels and GDLs; the heat transfer in the flow and the
BPPs; the electrochemical reaction in the electrolyte-GDE interface; and the water transfer in
the membrane.

The modelling of the mass transfer of the gas mixture employs the continuity equation. The
modelling of the momentum transfer in the gas channels employs the Navier-Stokes equations.
For the momentum transfer in the GDLs, the Navier-Stokes equations are modified by adding
a Darcy term. This method offers a benefit: there is no need to separate the mesh of gas
channels and the GDLs, since the momentum transfer of the both gas channels and GDLs
are solved in one mesh. That brings the convenience of mesh creating and programming.
However, Beale [137] has reported that this method is not strictly correct for highly permeable
porous media. The calculations of the Reynolds number indicates that the flow in the HT-PEFC
with the typical operating condition is laminar flow, it does not require to combine the turbulence
model with the Navier-Stokes equations. The calculations of the Péclet number indicates that,
in the gas channels, the convection dominates the mass transfer; in the GDLs, the convection
is neglectable compared to the diffusion. Through the checking of the mass balances of the
species for the anode side and the cathode side, it is observed that the meshes with offsets on
both inlet and outlet side provide the better mass balances.

The modelling of the species transfer of the reactants employs the species conservation-
equations. A key issue is the solving of the mass based diffusion flux of the species. This
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thesis provides two ways to do that: using Fick’s law or Maxwell-Stefan formulation. From
a classical point of view of the multicomponent mass transfer, the Fick’s law is incomplete be-
cause it neglects the interaction between the species, in the case of three of more species in the
mixture. On the other hand, the Maxwell-Stefan formulation considers that interaction between
the species and may get a more precise calculation of the species distribution [124, p.34-52].
In the modelling works of HT-PEFC, different authors took the Maxwell-Stefan formulation into
account [84, 90, 109]. However, this study suggests that at the typical operating point of HT-
PEFC, the interaction between the gas species is small, both Fick’s law (modified by Wilke’s
formulation) and Maxwell-Stefan formulation can be used to calculate the diffusion flux. With
the both approaches, the local distributions of the species in the channel, in the GDL and on
the electrolyte-GDE interface are solved. The channel-rib effect of the species distribution are
observed: the mole fraction of oxygen under the channel is larger than which under the ribs.
In practice, it may lead a large concentration overpotential because of the shortage of oxygen
under the ribs. In the simulations, the local depletion of the reactant will crash the code in the
extreme case. Additionally, the simulation shows that the mole fraction of oxygen in the chan-
nel along the flow direction presents a similar profile as the analytical solution in [129]. The
deviation between the numerical and analytical results may be due to the diffusion effect.

The modelling of the heat transfer uses the energy conservation-equation. The simulations
shows that the electrochemical reaction will heat up the reaction zone around less than 2K,
which means that the cell is in a quasi-isothermal state in the operating. However, the simula-
tions in this thesis assume a fixed boundary condition of temperature on the outer walls of the
cell. In practice, this fixed boundary condition is not appropriate. The cell is heated up by the
heating element and keep the temperature by using the cooling medium [38].

For the modelling of the electrochemistry, the catalyst layer is assumed to be an infinitely thin
layer (2- D interface) in this thesis. It provides two ways to calculate the kinetic: using Tafel
equation or the macro- homogeneous approach. Both electrochemical model are validated
with the experimental data. However, each model requires the sensitive electrochemical pa-
rameters; these parameters are fitting values. They change by different cells, because they
depend on the situation inside the catalyst layer: the acid loading, the Pt loading, the porosity,
the local swelling, the operating condition, et al. In this work, these values are fitted from the
in-house experiment of a single serpentine cell with the active area of 50 cm2. In the Tafel
approach, the overpotential of the CL is the activation overpotential, which is represented by
the Tafel equation. In the macro- homogeneous approach, the effects of the CL on cell per-
formance is taken into account. The idea of the macro- homogeneous model comes from the
works [49, 50, 60]. The implementation of the macro- homogeneous model into CFD is not
reported in the literature so far. The macro- homogeneous model allows to separate the over-
potential of the CL into two parts: 1) the combination of the activation overpotential and the
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proton transfer loss; 2) the oxygen transfer loss in the CL. The numerical study suggests that
the second part is below 11.4 % of the overall overpotential. That means the oxygen transfer
loss in the CL does not dominate the potential loss in the CL. In the previous modelling works
of HT-PEFC, for instance [78,81,90], the oxygen transfer loss in the CL is usually neglected.

The modelling of water transfer focuses on representing the water transfer phenomena in the
phosphoric acid-doped PBI membrane. Two versions of the water transfer model are made
in this thesis: one integrates the absorption-evaporation processes and diffusion of water in
one effective transfer process while the other one calculates these two processes separately.
Both approaches require the effective transfer coefficient of water in the acid-doped mem-
brane, which is the fitting parameter. Theoretically, the absorption-evaporation (phase change)
processes can be modelled by the Hertz-Knudsen equation. However, the partial pressure
of the water vapour close to the electrolyte-GDE interface is hard to measure in the in-situ
case. Therefore, the empirical equations are used in this thesis, to model this process on the
electrolyte-GDE interface. In the previous modelling works [84,138], other empirical equations
are also used. The simulations suggest that the mass fraction of the phosphoric acid is be-
tween 93.9 % and 95.3 % at the in-situ situation. This case decreases the cell performance
since the concentration of phosphoric acid in the membrane is not in the optimum situation.
The humidification might be needed at the anode or cathode side.
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5 Conclusion

In this thesis, the CFD models of HT-PEFC on the cell level were developed and implemented
using an open source software OpenFOAM. With the developed solvers, it is possible to cal-
culate the mass transfer, momentum transfer, species transfer and heat transfer in the whole
region of the HT-PEFC. The electrochemical reaction was also implemented as the source
term at the electrolyte-GDE interface. Two geometries were used in this thesis to construct the
meshes. The first one is a single-channel pair with an active area of 0.2 cm2 and the second
one is a single cell with an active area of 50 cm2. The first one is used to understand the basic
performance of the mass transfer of HT-PEFC. The latter one corresponds to an in-house pre-
pared HT-PEFC cell to validate the numerical results with the experimental data. Both of these
two meshes have the composite structure.

Four mathematical models were applied: the basic model, the macro-homogeneous model, the
water transfer model and the multicomponent diffusion model. The basic model provides the
description of the basic mass transfer phenomena and electrochemistry in the cell. The later
three correspond to other relevant mass transfer processes in the HT-PEFC: the oxygen and
proton transfer in the catalyst layer, the water crossover in the electrolyte and the multicompo-
nent diffusion in the gas channel and GDL.

The performance of the basic model with the single channel pair was presented in Section 3.2.1.
The local distributions of mole fraction of species, velocity, temperature, and current density
were shown. Two operating points were taken to compare the performance with low mean
current density (2000 Am−2) and high mean current density (8000 Am−2). The performance
of the basic model with the single cell geometry with serpentine flow field was presented in
Section 3.3.1. The basic model was validated by comparing the numerical results and the ex-
perimental data on the polarisation curve. The local distributions of properties in the serpentine
flow fields were also presented. Additionally, the compression effect of the GDL was exam-
ined using the basic model in Section 3.2.2. Four single channel pair meshes were created
with the different engineering strain of the GDL: 0 %, 10 %, 18 % and 29 %. The effects of the
engineering strain of the distribution of oxygen and current density were discussed.

By the macro-homogeneous model, the analytical formulations was implemented in code, to
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describe the transport losses of oxygen and protons in the GDL. The performance of this model
with single cell geometry was presented in Section 3.3.1. Similar to the basic model, it was
observed that an agreement between numerical and experimental data on the polarisation
curve. The local distributions of mole fraction of oxygen and current density were shown and
compared with the basic model.

By the water transfer model, the absorption-evaporation processes and diffusion of water in
the membrane are considered. The performance of this model with single cell geometry with
serpentine flow field was presented in Section 3.3.2. The calculated water flux of anode side
and cathode side were validated with the experimental data. The local distributions of mass
fraction of the phosphoric acid were shown.

By the multicomponent diffusion model, the Maxwell-Stefan equations were transformed to a
matrix form and then implemented in the solver. The performance of this model with single cell
geometry with serpentine flow field was presented in Section 3.2.3.

Overall, this thesis focused on the modelling of the relevant mass transfer processes of an
HT-PEFC. All the models were based on the modular programming techniques, and they can
cooperate easily with each other and be loaded on demand in the praxis. In this thesis, several
relevant results are observed:

• In the channel, the numerical results of the mole fraction of oxygen show the similar
trends with the analytical result; on the electrolyte-GDE interface, the channel-rib effect
of the current density and the mole fraction of oxygen are observed.

• The compression of GDL brings the limited transport of the oxygen towards the area
under the ribs.

• There is no significant difference for using Fick’s law (modified with Wilke’s equation) or
Maxwell-Stefan equations to solve the diffusion flux of the flow in the HT-PEFC.

• The macro-homogeneous model takes the properties of the catalyst layer into account
and suggests the different current density distribution with the basic model.

• The water transfer model suggests that the mass fraction of the phosphoric acid in the
membrane is between 93.9 % and 95.3 % at the in-situ situation.
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6 Appendix

6.1 Experimental data for the parameter fitting of Model I and II

Table 6.1: Operating conditions for the serpentine single cell with the active area of 50 cm2.
The mean current densities were 0 - 8500 Am−2. MEA: CELTEC P1000.

Parameter Symbol Value Unit

Operating temperature T 433 K

Pressure at anode outlet pa 101325 Pa

Pressure at cathode outlet pc 101325 Pa

Mass fraction of H2 at anode inlet YH2 1.00

Mass fraction of O2 at cathode inlet YO2 0.23

Mass fraction of N2 at cathode inlet YN2 0.77

Anode stoichiometric ratio λa 2

Cathode stoichiometric ratio λc 2
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6.2. Experimental data for the parameter fitting of Model III

Figure 6.1: The experimental data of the polarization curve for the serpentine single cell with
the active area of 50 cm2. The mean current densities were 0 - 8500 Am−2.

6.2 Experimental data for the parameter fitting of Model III
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Table 6.2: Operating conditions for the serpentine single cell with the active area of 50 cm2.
The mean current densities were 2000 Am−2, 4000 Am−2 and 6000 Am−2. MEA:
CELTEC P1000.

Parameter Symbol Value Unit

Operating temperature T 433 K

Pressure at anode outlet pa 101325 Pa

Pressure at cathode outlet pc 101325 Pa

Mass fraction of H2 at anode inlet YH2 1.00

Mass fraction of O2 at cathode inlet YO2 0.23

Mass fraction of N2 at cathode inlet YN2 0.77

Anode stoichiometric ratio λa 2

Cathode stoichiometric ratio λc 2

Figure 6.2: The experimental data of the water condensation rate for the serpentine single cell
with the active area of 50 cm2. The mean current densities were 2000 Am−2, 4000
Am−2 and 6000 Am−2.
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6.3 Derivation of the matrix form of Maxwell-Stefan relationship

6.3.1 Basic equaitons

Before the deriving of the matrix form of Maxwell-Stefan relationship, some basic equations
shoule be mentioned first. The following basic equations can be found in Beale [139] and
Taylor et al. [126, p.3-5]. The mass density of a mixture is defined by

ρ =
n∑
i=1

ρi (6.1)

where ρi is the mass density of species i. The molar density of a mixture is defined by

c =
n∑
i=1

ci (6.2)

where ci is the molar density of species i. The mass fraction of species i can be written as

Yi = ρi
ρ

(6.3)

Similarly, the molar fraction of species i can be written as

Xi = ci
c

(6.4)

The mean molecular mass is defined by

M =
n∑
i=1

(XiMi) (6.5)

where Mi is the molecular weight of species i. Easy to obtain that

M−1 =
n∑
i=1

(YiM−1
i ) (6.6)

and
M = ρ

c
(6.7)

Mi = ρi
ci

(6.8)

The sum of mass fraction and the sum of molar fraction of species i should be equal to unit,
therefore

n∑
i=1

Xi =
n∑
i=1

Yi = 1 (6.9)

The relationship between Yi and Xi can be written as

Yi = Xi
Mi

M
(6.10)
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We can define ui as the velocity of species i with respect to a stationary coordinate reference
frame. Then the mass flux of species i is

ni = ρiui (6.11)

The mass average velocity of a mixture is defined as

v =
n∑
i=1

Yiui (6.12)

The molar average velocity of a mixture is defined as

u =
n∑
i=1

Xiui (6.13)

The mass diffusion flux with respect to the mass average velocity is

ji = ρi(ui − v) (6.14)

with
n∑
i=1

ji = 0 (6.15)

The molar diffusion flux with respect to the molar average velocity is

Ji = ci(ui − u) (6.16)

with
n∑
i=1

Ji = 0 (6.17)
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6.3.2 Molar-based matrix form of Maxwell-Stefan relationship

The momentum equation of species is given by

d =
n∑

j=1,j 6=i

XiXj

Dij
(uj − ui) +

n∑
j=1,j 6=i

XiXj

Dij
(
DT
j

ρj
− DT

i

ρi
)∇lnT, i = 1, 2, ...n (6.18)

where d is driving force of the motion of one species. Of right hand side of the above equation,
the first term represents momentum caused by the intermolecular friction of species, the secend
term represents the thermal diffusion momentum. According to Hirschfelder et al. [32], Eqs.
(6.18) can be written as

∇Xi︸ ︷︷ ︸
chemical potential

+ (Xi − Yi)
∇p
p︸ ︷︷ ︸

pressure diffusion

− (bi − b)
ρi
p︸ ︷︷ ︸

forced diffusion

=

n∑
j=1,j 6=i

XiXj

Dij
(uj − ui)︸ ︷︷ ︸

friction

+
n∑

j=1,j 6=i

XiXj

Dij
(
DT
j

ρj
− DT

i

ρi
)∇lnT

︸ ︷︷ ︸
thermal diffsion

, i = 1, 2, ...n
(6.19)

where the driven force is split into three parts: chemical potential, pressure diffusion and forced
diffusion. In general case, the pressure diffusion, forced diffusion and thermal diffsion terms
are small compared to other terms [127], therefore, Eqs.(6.19) can be simplified as

∇Xi =
n∑

j=1,j 6=i

XiXj

Dij
(uj − ui),

i = 1, 2, ...n
(6.20)

which is the simplified Maxwell-Stefan relationship.

From Eqs. (6.16) we get

ui = Ji
ci

+ u (6.21)

Substituting Eqs.(6.4) and (6.21) into Eqs. (6.20), then we find

∇Xi =
n∑

j=1,j 6=i

XiXj(Jj

cj
+ u− Ji

ci
− u)

Dij

=
n∑

j=1,j 6=i

XiXj(Jj

cj
− Ji

ci
)

Dij
× c

c

=
n∑

j=1,j 6=i

XiXj
Jj

cj

cj

Xj
−XiXj

Ji
ci

ci
Xi

cDij
, i = 1, 2, ...n
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∴ ∇Xi =
n∑

j=1,j 6=i

XiJj −XjJi
cDij

, i = 1, 2, ...n (6.22)

To obtain the matrix form of Maxwell-Stefan relationship, Eqs. (6.22) can be written as

c∇Xi = −Ji
n∑

j=1,j 6=i

Xj

Dij
+ JjXi

n∑
j=1,j 6=i

1
Dij

, i = 1, 2, ...n (6.23)

Eqs. (6.23) contain n equations, only n − 1 of them are independent. To solve this equation
system, a constrain (6.17) must to be included. Eqs. (6.17) can be expressed as

Jn = −Ji −
n−1∑

j=1,j 6=i
Jj (6.24)

Split the last term of the right hand side of Eqs. (6.23) into two terms, we get

c∇Xi = −Ji
n∑

j=1,j 6=i

Xj

Dij
+ JjXi

n−1∑
j=1,j 6=i

1
Dij

+ JnXi
1
Din

, i = 1, 2, ...n (6.25)

Substituting Eqs. (6.24) into Eqs. (6.25), then we obtain

c∇Xi = −Ji
n∑

j=1,j 6=i

Xj

Dij
+ JjXi

n−1∑
j=1,j 6=i

1
Dij

+ (−Ji −
n−1∑

j=1,j 6=i
Jj)Xi

1
Din

, i = 1, 2, ...n− 1

Finally we get

c∇Xi = −Ji (
Xi

Din
+

n∑
j=1,j 6=i

Xj

Dij
)

︸ ︷︷ ︸
diagonal

−Jj (−Xi

n−1∑
j=1,j 6=i

( 1
Dij
− 1
Din

))

︸ ︷︷ ︸
off-diagonal

, i = 1, 2, ...n− 1 (6.26)

Eqs. (6.26) contain n− 1 independent equations, they can be written in matrix form as

c∇ ~X = −[B] ~J (6.27)

where [B] is a (n− 1)× (n− 1) matrix. The elements of this matrix can be written as

Bii = Xi

Din
+

n∑
j=1,j 6=i

Xj

Dij
, i = 1, 2, ...n− 1 (6.28)

Bij(i6=j) = −Xi(
1
Dij
− 1
Din

), i = 1, 2, ...n− 1 (6.29)

which is the matrix form from Taylor and Krishna [126, p.40]. The molar-based diffusion flux
can be calculated as

~J = −c[B]−1∇ ~X (6.30)
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6.3.3 Mass-based matrix form of Maxwell-Stefan relationship with respect of
gradient of molar fraction

Here we recall the species transfer equation

∇ · (ρUYi)−∇ · ~ji = 0 (6.31)

To combine the Maxwell-Stefan diffusion and Eqs. (6.31), Eqs. (6.30) must be converted to
mass-based equations. Here we recall Eqs. (6.20)

∇Xi =
n∑

j=1,j 6=i

XiXj

Dij
(uj − ui),

i = 1, 2, ...n

From Eqs. (6.14) we get

ui = ji
ρi

+ v (6.32)

Substituting Eqs.(6.4), (6.8) and (6.32) into Eqs. (6.20), then we find

∇Xi =
n∑

j=1,j 6=i

XiXj( jjρj
+ v − ji

ρi
− v)

Dij

=
n∑

j=1,j 6=i

XiXj( jjρj
− ji

ρi
)

Dij
× c

c

=
n∑

j=1,j 6=i

XiXj
jj
ρj

cj

Xj
−XiXj

ji
ρi

ci
Xi

cDij

=
n∑

j=1,j 6=i

Xi
jjcj

ρj
−Xj

jici
ρi

cDij
, i = 1, 2, ...n

∴ ∇Xi =
n∑

j=1,j 6=i

Xi
jj
Mj
−Xj

ji
Mi

cDij
, i = 1, 2, ...n (6.33)

The above Equations can be also written as

c∇Xi = −ji
n∑

j=1,j 6=i
( Xj

Dij

1
Mi

) + jjXi

n∑
j=1,j 6=i

( 1
Dij

1
Mj

), i = 1, 2, ...n (6.34)

(6.15) can be expressed as

jn = −ji −
n−1∑

j=1,j 6=i
jj (6.35)
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Split the last term of the right hand side of Eqs. (6.34) into two terms, we get

c∇Xi = −ji
n∑

j=1,j 6=i
( Xj

Dij

1
Mi

) + jjXi

n−1∑
j=1,j 6=i

( 1
Dij

1
Mj

) + jnXi
1
Din

1
Mn

, i = 1, 2, ...n (6.36)

Substituting Eqs. (6.35) into Eqs. (6.36), then we obtain

c∇Xi = −ji
n∑

j=1,j 6=i
( Xj

Dij

1
Mi

)+jjXi

n−1∑
j=1,j 6=i

( 1
Dij

1
Mj

)+(−ji−
n−1∑

j=1,j 6=i
jj)Xi

1
Din

1
Mn

, i = 1, 2, ...n−1

Finally we get

c∇Xi = −ji (
Xi

Din

1
Mn

+
n∑

j=1,j 6=i
( Xj

Dij

1
Mi

))

︸ ︷︷ ︸
diagonal

−jj (−Xi

n−1∑
j=1,j 6=i

( 1
Dij

1
Mj
− 1
Din

1
Mn

))

︸ ︷︷ ︸
off-diagonal

, i = 1, 2, ...n−1

(6.37)

Eqs. (6.37) contain n− 1 independent equations, they can be written in matrix form as

c∇ ~X = −[B∗]~j (6.38)

where [B∗] is a (n− 1)× (n− 1) matrix. The elements of this matrix can be written as

B∗ii = Xi

Din

1
Mn

+
n∑

j=1,j 6=i
( Xj

Dij

1
Mi

), i = 1, 2, ...n− 1 (6.39)

B∗ij(i6=j) = −Xi(
1
Dij

1
Mj
− 1
Din

1
Mn

), i = 1, 2, ...n− 1 (6.40)

which is the mass-based matrix form of Maxwell-Stefan relationship with respect of gradient of
molar fraction. The mass diffusion flux can be calculated as

~j = −c[B∗]−1∇ ~X (6.41)

or
~j = − ρ

M
[B∗]−1∇ ~X (6.42)

which is according to Eq. (6.7).
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6.3.4 Relationship between gradient of mass fraction and gradient of molar
fraction

If we substitute Eq. (6.42) into Eqs. (6.31), it is still difficult to solve those equations using
numerical methodes. The reason is that, the ~j in Eq. (6.42) is a function of molar fraction gradi-
ent, not a function of mass fraction gradient. Therefore, it is nesscerary to find the relationship
between gradient of mass fraction and gradient of molar fraction. From Eq. (6.9) we get

n∑
i=1

(∇Xi) = ∇X1 +∇X2 + · · ·+∇Xn

= ∇X1 +∇X2 + · · ·+∇Xn−1 +∇(1−X1 −X2 − · · · −Xn−1)

∴
n∑
i=1

(∇Xi) = 0 (6.43)

Similarly, it is easy to obtain
n∑
i=1

(∇Yi) = 0 (6.44)

From Eq. (6.10) we find

∇Xi = ∇M
Mi

Yi + M

Mi
∇Yi (6.45)

Substituting Eqs. (6.45) into Eqs. (6.43), then we get

(∇M
M1

Y1 + M

M1
∇Y1) + (∇M

M2
Y2 + M

M2
∇Y2) + · · ·+ (∇M

Mn
Yn + M

Mn
∇Yn) = 0

∇M( Y1
M1

+ Y2
M2

+ · · ·+ Yn
Mn

) = −( M
M1
∇Y1 + M

M2
∇Y2 + · · ·+ M

Mn
∇Yn)

Substituting Eqs. (6.6) into above equation, then we find

∇M = −M2
n∑
i=1

∇Yi
Mi

(6.46)

Substituting Eqs. (6.46) into Eqs. (6.45) , then we find

∇Xi = M

Mi
(∇Yi − Yi

n∑
j=1

( M
Mj
∇Yj)), i = 1, 2, ...n (6.47)

From Eq. (6.44) we obtain

∇Yn = −(∇Y1 +∇Y2 + · · ·+∇Yn−1) (6.48)
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Substituting Eqs. (6.48) into Eqs. (6.47) , then we get

∇Xi = M

Mi
(∇Yi − Yi

n−1∑
j=1

(( M
Mj
− M

Mn
)∇Yj)), i = 1, 2, ...n− 1 (6.49)

Then we take the term of i = j out of the sum, finally it becomes

∇Xi = M

Mi
((1 + Yi(

M

Mn
− M

Mi
))︸ ︷︷ ︸

diagonal

∇Yi + Yi

n−1∑
j=1,j 6=i

( M
Mn
− M

Mj
)

︸ ︷︷ ︸
off-diagonal

∇Yj), i = 1, 2, ...n− 1 (6.50)

Eqs. (6.50) contain n− 1 independent equations, they can be written in matrix form as

∇ ~X = [W ]∇~Y (6.51)

where [W ] is a (n− 1)× (n− 1) matrix. The elements of this matrix can be written as

Wii = M

Mi
+ Yi

M

Mi
( M
Mn
− M

Mi
), i = 1, 2, ...n− 1 (6.52)

Wij(i6=j) = Yi
M

Mi
( M
Mn
− M

Mj
), i = 1, 2, ...n− 1 (6.53)

or
Wii = M

Mi
+Xi(

M

Mn
− M

Mi
), i = 1, 2, ...n− 1 (6.54)

Wij(i6=j) = Xi(
M

Mn
− M

Mj
), i = 1, 2, ...n− 1 (6.55)

6.3.5 Mass-based matrix form of Maxwell-Stefan relationship with respect of
gradient of mass fraction

Substituting Eqs. (6.51), (6.54) and (6.55) into (6.42), then we find

~j = −
n−1∑
j=1

ρ[B∗]−1[W ]∇~Y (6.56)

B∗ii = Xi

Din

1
Mn

+
n∑

j=1,j 6=i

Xj

Dij

1
Mi

, i = 1, 2, ...n− 1 (6.57)

B∗ij(i6=j) = −Xi(
1
Dij

1
Mj
− 1
Din

1
Mn

), i = 1, 2, ...n− 1 (6.58)
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Wii = 1
Mi

+Xi(
1
Mn
− 1
Mi

), i = 1, 2, ...n− 1 (6.59)

Wij(i6=j) = Xi(
1
Mn
− 1
Mj

), i = 1, 2, ...n− 1 (6.60)
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