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I. Abstract 

The complexity of life and how it could have originated from inanimate matter has excited 

humankind ever since. However, up to now, both understanding the origin of life and its 

synthesis remain unsuccessful. The synthesis of life from inanimate matter might give us new 

insights into life’s origin and the development of sophisticated materials with life-like properties, 

e.g., materials endowed with temporal and spatial control, adaptability, and self-healing ability. 

The thesis will start with an introduction to the origin of life research and different approaches 

for the synthesis of life. Moreover, I will discuss essential properties of living systems in 

Chapter 1 that a synthetic system must have to be considered alive, e.g., energy transduction, 

compartmentalization, information processing, growth and division, and adaptability. In 

Chapter 2, I will talk about the different types of compartments in biological systems and show 

that phase-separated droplets are ideal candidates for compartments in synthetic living 

systems. I will show that biology uses chemical reactions to control where and when phase 

separation occurs. This means that any synthetic system, in which the phase separation of 

droplets is regulated by chemical reactions, already combines two essential properties of living 

systems: energy transduction and compartmentalization. Moreover, I will demonstrate in 

Chapter 2 that properties of droplets can significantly differ from droplets under thermodynamic 

control when they are regulated by chemical reactions, e.g., suppression and acceleration of 

Ostwald ripening, self-division, or reduced concentration oscillations. Despite the impressive 

progress in chemically fueled self-assembly, these systems are still far from being alive. Other 

essential properties of living systems could emerge when the assembly also reciprocally 

regulates the kinetics of the reaction cycle by feedback mechanisms. In Chapter 3, I will 

discuss the role of feedback regulations in biological systems and present recent examples of 

feedback mechanisms in synthetic chemically fueled systems. Following a bottom-up 

approach for the synthesis of life, Chapter 4 will expose how to create life-like behavior in a 

chemically fueled system composed of simple molecules and precursors which is the overall 

aim of the thesis. 

Inspired by feedback regulation of networks in biological systems, we investigated in Chapter 5 

how a negative feedback mechanism of anhydride oil droplets on their deactivation affects the 

kinetics of the anhydride products when multiple, simultaneously operating reaction cycles 

compete for fuel. In general, the competition between two reaction cycles for a common 

nutrient is disadvantageous for both, i.e., both products have lower yields and lifetimes. 

However, we found that the success of a soluble product can increase when the product of a 

competitor can phase-separate, e.g., it survives longer or shows reduced concentration 

oscillations in the presence of periodic fueling. Co-phase separation of the product with 
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droplets formed by the competitor decelerates its deactivation by hydrolysis and thus increases 

its success. This behavior is reminiscent of parasitic behavior in biology, where the parasite 

competes with the host for the shared resources and exploits its protective environment. 

Finally, in Chapter 6, we wanted to demonstrate that feedback mechanisms offer new ways to 

control the properties of transient materials. We designed an opposing feedback mechanism 

that causes the immediate dissolution of droplets once the system reaches a certain threshold. 

This opposing feedback mechanism is based on the in-situ formation of micelles by the 

surfactant precursor, which rapidly solubilize the anhydride and thus drastically accelerate the 

hydrolysis rate. More precursor is released upon hydrolysis of the anhydride, which again 

accelerates the hydrolysis rate, i.e., the deactivation follows a self-immolative mechanism. The 

opposing feedback mechanism offers precise control over the material properties, which we 

showcase in two applications: a self-erasing label and a drug-delivery platform.  

In this work, we show that life-like behavior can already be observed in simple chemically 

fueled reaction cycles. We envision that the co-phase separation mechanism found in 

Chapter 5 could be crucial to control concentrations of competitors in downstream chemical 

reactions. Moreover, we believe that self-immolative deactivation reactions described in 

Chapter 6 could also be designed in other chemically fueled reaction cycles, e.g., reaction 

cycles that regulate the self-assembly of fibers or coacervates. This could serve as a tool for 

the development of more sophisticated, life-like materials.  
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II. Zusammenfassung 

Seit jeher beschäftigt die Menschheit die Komplexität des Lebens und wie es aus unbelebter 

Materie entstanden ist. Sowohl die Aufklärung des Ursprungs des Lebens, als auch die 

Synthese von Leben aus unbelebter Materie, blieben bisher erfolglos. Die Synthese von Leben 

im Labor könnte uns neue Einblicke in den Ursprung des Lebens geben, sowie die Entwicklung 

von anspruchsvollen Materialien mit lebensechten Eigenschaften ermöglichen. 

Die Doktorarbeit beginnt mit einer Einführung in die Erforschung des Ursprungs des Lebens 

sowie verschiedene Ansätze zur Synthese des Lebens im Labor. Darüber hinaus gehe ich in 

Kapitel 1 auf die wesentlichen Eigenschaften eines lebendigen Systems ein, welche ein 

synthetisches System haben muss, um als lebendig betrachtet zu werden, wie z.B., 

Energieumwandlung, Kompartimentierung, Informationsverarbeitung, Wachstum und Teilung 

oder Anpassungsfähigkeit. In Kapitel 2 werde ich die verschiedenen Arten von 

Kompartimenten in biologischen Systemen diskutieren und zeigen, dass phasenseparierte 

Tröpfchen ideale Kandidaten für Kompartimente in synthetischen, lebensähnlichen Systemen 

sind. Ich werde zeigen, dass biologische Systeme chemische Reaktionen benutzen, um zu 

kontrollieren, wo und wann Phasenseparierung stattfindet, weshalb synthetische Systeme, in 

denen die Phasentrennung von Tröpfchen durch chemische Reaktionen reguliert wird, bereits 

zwei wesentliche Eigenschaften lebender Systeme vereinen: Energieumwandlung und 

Kompartimentierung. Darüber hinaus werde ich in Kapitel 2 veranschaulichen, dass sich die 

Eigenschaften von Tröpfchen signifikant von thermodynamisch kontrollierten Tröpfchen 

unterscheiden können, wenn sie durch chemische Reaktionen reguliert werden, z.B., 

Unterdrückung und Beschleunigung der Ostwald-Reifung, Selbstteilung oder reduzierte 

Konzentrationsschwankungen. Jedoch sind synthetische Systeme, trotz der erstaunlichen 

Fortschritte bei der durch chemische Reaktionen angetriebenen Assemblierung von 

Molekülen, noch lange nicht lebendig. Andere wesentliche Eigenschaften lebender Systeme 

könnten sich ergeben, wenn die Assemblierung auch die Kinetik des Reaktionszyklus durch 

Rückkopplungsmechanismen reziprok reguliert. In Kapitel 3 diskutiere ich die Rolle der 

Rückkopplungsmechanismen in biologischen Systemen und zeige Beispiele für Mechanismen 

in synthetischen Systemen, welche durch chemischen Treibstoff angetrieben werden. Das 

übergeordnete Ziel der Dissertation ist es wie in Kapitel 4 gezeigt, einen Bottom-up-Ansatz für 

die Synthese von Leben zu verfolgen, um ein chemisch angetriebenes System aus einfachen 

Molekülen und Vorläufern zu synthetisieren, das ein gewisses lebensähnliches Verhalten 

zeigt. 

Inspiriert von der Rückkopplungsregulation von Netzwerken in biologischen Systemen, 

untersuchen wir in Kapitel 5 wie ein negativer Rückkopplungsmechanismus von Anhydrid 
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Öltröpfchen auf ihre Deaktivierung die Kinetik der Anhydrid Produkte beeinflusst, wenn 

mehrere Reaktionszyklen um Treibstoff konkurrieren. Generell ist die Konkurrenz zweier 

Zyklen um einen gemeinsamen Nährstoff für beide von Nachteil, z.B., haben beide Produkte 

geringere Erträge und Lebensdauern. Wir haben jedoch festgestellt, dass der Erfolg eines 

löslichen Produkts steigen kann, wenn das Produkt eines Konkurrenten in der Lage ist, sich in 

Phasen zu trennen. Die Co-Phasentrennung des Produktes mit Tröpfchen des Konkurrenten 

verlangsamt dessen Deaktivierung durch Hydrolyse und steigert somit seinen Erfolg. Dieses 

Verhalten erinnert an parasitäres Verhalten in der Biologie, bei welchem der Parasit mit dem 

Wirt um die gemeinsamen Ressourcen konkurriert und die vom Wirt gebotene 

Schutzumgebung ausnutzt. 

In Kapitel 6 wollen wir zeigen, dass Rückkopplungsmechanismen neue Wege ermöglichen um 

transiente Materialien zu kontrollieren. Wir entwerfen einen gegenläufigen 

Rückkopplungsmechanismus, welcher die sofortige Auflösung der Tröpfchen verursacht, 

sobald ein bestimmter Schwellenwert erreicht ist. Der gegenläufige 

Rückkopplungsmechanismus beruht auf der in-situ Bildung von Mizellen durch den 

oberflächenaktiven Vorläufer, welche die Anhydrid Tröpfchen auflösen und die Hydrolyse 

drastisch beschleunigen. Bei der Hydrolyse des Anhydrids wird mehr Vorläufer freigesetzt, 

welcher wiederum die Hydrolyse weiter beschleunigt. In anderen Worten hydrolysiert das 

Anhydrid mit einem autokatalytischen Zerfallsmechanismus. Der gegenläufige 

Rückkopplungsmechanismus bietet eine präzise Kontrolle über die Materialeigenschaften, 

welche es uns ermöglicht, die Emulsion als selbstlöschendes Etikett und als 

Medikamentenlieferungsplattform anzuwenden. 

In dieser Arbeit zeigen wir, dass lebensechtes Verhalten bereits in einfachen chemisch 

betriebenen Reaktionszyklen beobachtet werden kann. Wir glauben, dass der in Kapitel 5 

beschriebene Co-Phasen-Trennmechanismus entscheidend sein könnte, um die 

Konzentrationen von Konkurrenten in nacheinander geschalteten chemischen Reaktionen zu 

kontrollieren. Darüber hinaus glauben wir, dass die in Kapitel 6 beschriebenen 

autokatalytischen Zerfallsmechanismen auch auf andere chemisch angetriebenen 

Reaktionszyklen übertragbar ist, z. B., Reaktionszyklen, die die Selbst-Assemblierung von 

Fasern oder Koazervaten regulieren. Dies könnte als Werkzeug für die Entwicklung 

anspruchsvollerer, lebensechter Materialien dienen. 
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III. Abbreviations 

  

CMC critical micelle concentration 

e.g. exempli gratia, for example 

i.e. id est, that is to say 

et. al et alii, and others 

HPLC high-performance liquid chromatography 

TCEP tris-(2-carboxyethyl)phosphin 

Fmoc- fluorenylmethoxycarbonyl- 

MLO membraneless organell 

SC synaptonemal complex 

TF transverse filament 

EDC 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride 

DIC N,N′-diisopropylcarbodiimide 

ATP adenosine triphosphate 

ADP adenosine diphosphate 

GTP guanosine triphosphate 

GDP guanosine diphosphate 

CAC critical aggregation concentration 

DKS dynamic kinetic stability 

LLPS liquid-liquid phase separation 

NADH nicotinamide adenine dinucleotide 
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1. Synthesis of Life 

Abstract. 
Despite the marvelous progress in unraveling life’s principles, the synthesis of life from 

inanimate matter remains extremely challenging. This chapter will give an overview of the 

history of the origin of life research as it is closely related to the synthesis of life. Understanding 

one process also means a huge step towards the other. Synthetic systems are still far from 

being alive, which means that new systems must be developed. I will show that life could be 

synthesized in the lab following either a top-down or a bottom-up approach. Chemists favor 

the latter as the approach aims to create a system comprised of simple molecules and 

precursors to reconstitute and mimic certain biological functions under simplified conditions. 

To decide whether a synthesized system is alive, one must be able to distinguish between the 

living and non-living, which requires a definition of life. However, no unambiguous definition of 

life exists due to its inherent complexity. Instead of defining life, scientists have to focus on the 

essential properties of living systems to decide if a synthetic system is alive. Any synthetic 

system having one or more of these essential properties could be a step towards synthesizing 

life. 
  



Synthesis of Life 
 

- 2 - 
 

1.1. History and Approaches 

‘We must either succeed in producing living matter artificially, or we must find the reason why 

this is impossible.’ Jacques Loeb.[1] 

 

As expressed by Jacques Loeb in 1912, the questions of what life is and how it originated from 

inanimate matter have been concerning humankind ever since.[1] In the early ages, most 

cultures believed that life originated from a supernatural creation.[2] For example, in Greek 

mythology, people believed that men and women spring into life from the stones cast on the 

earth.[3] In 384 B.C., Aristotle wrote that ‘Animals sometimes arise in soil, in plants or in other 

animals.’, which illustrates the belief of many ancient writers that life forms from the non-living, 

i.e., dead matter can transform into living matter.[2-3] The belief that living matter is 

spontaneously generated from inanimate matter persisted for over two centuries.  

The invention of the microscope and the discovery of the cell by Hooke in 1665 revived the 

origin of life research.[4] The cell was since then considered as the fundamental unit of all living 

systems, which narrowed the origin of life question down to how cells originated.[4] Despite the 

discovery of cells and microorganisms, their emergence remained elusive, wherefore the 

theory of the spontaneous generation of life persisted tenaciously until the 19th century. It was 

only disproved in 1860 when Louis Pasteur showed that microorganisms are not produced 

spontaneously but rather by germs in the atmosphere.[5] Simultaneously, Charles Darwin 

established the evolution theory, which made it clear that the first primitive life forms were 

subjected to billion years of evolution.[6]  
These new insights reinforced the question about the origin of life in the 19th century. In the 

1920s, Aleksandr Oparin and John Haldane independently proposed the emergence of life 

after a step-by-step process from non-living matter, later referred to as the Oparin-Haldane 

hypothesis.[7] Oparin and Haldane both assumed a reducing atmosphere with the sun as an 

energy source and reactions capable of prebiotic synthesis of organic compounds, like amino 

acids and nucleotides, from a dilute phase of inorganic molecules. In further reactions, these 

organic compounds could have formed more complex molecules, like proteins and nucleic 

acids, that self-assembled in a dense phase by the combination of negatively and positively 

charged polymers, later referred to as coacervation. They suggested that these coacervates 

could have up-concentrated molecules from their surroundings and thus served as an 

environment for replicative and self-sustaining molecules, which are crucial for the emergence 

of life. Shortly after, Urey and Miller showed that organic compounds could be synthesized 

from inorganic precursors, such as H2O, H2, CH4, and NH3.[8] They used an electric discharge 

to form free radicals, which allowed them to synthesize various organic molecules, including 

amino acids, nucleobases, and fatty acids. In line with the Oparin-Haldane theory, Fox and 
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Harada reported the thermal copolymerization of amino acids to proteinoids which could self-

assemble in microspheres.[9] These results are the basis for the so-called ‘peptide world’ 

hypothesis, which considers oligopeptides as the first functional biomolecules. Due to the 

uncertainty of the first functional biomolecules, several analogous theories emerged based on 

lipids and RNA.[10] In 2013, Szostak combined both theories and reported the non-enzymatic 

RNA replication inside lipid vesicles.[11]  

However, these systems are still far from being considered alive, which means that scientists 

must develop even more sophisticated or finely tuned approaches and systems. In general, 

life could be synthesized following two different approaches. One approach is to decrease the 

complexity of living systems in a so-called top-down approach, e.g., by removing genes in cells 

that are unnecessary to sustain their essential properties. In other words, this approach aims 

to derive a minimal cell with the lowest number of genes necessary to maintain essential 

cellular functions.[12] Thus, a top-down approach is suitable for biologists and biochemists. In 

contrast, less complex molecules and precursors are combined to reconstitute and mimic 

certain biological functions under simplified conditions following a bottom-up approach.[12] The 

aim is to increase the complexity step by step to create a synthetic living system. 

Consequently, a bottom-up approach is an ideal choice for chemists to tackle the question of 

the origin of life and synthesize life from inanimate matter. 

 

1.2. When is Something Alive? 

Before one can synthesize life, one must be able to distinguish whether a synthetic system is 

alive or not. For this distinction, scientists strive for a definition of life that should cover all forms 

of life and allow the discrimination between the living and non-living. However, defining life with 

a compact and unambiguous definition remains challenging due to life’s complexity and 

diversity.[13] Nowadays, it is widely accepted but not yet demonstrated that life originated from 

inanimate matter through a lengthy, continuous process of increasing molecular complexity 

and organization.[13a] At some point, a transition from physical or chemical systems to biological 

systems occurred, which means that attempts to discriminate between the living and non-living 

correspond to drawing an arbitrary line on this timeline.[14] This means that the research focus 

of the corresponding person determines the position of the line, which results in differentiation 

at various positions. For example, during a meeting of the International Society for the Study 

of the Origins of Life, each participant was asked to define life, resulting in 40 pages of text 

and 78 different definitions.[15] Rather than focusing on defining life, one has to agree on 

essential properties of living systems that a synthetic system must have to decide whether or 

not the system is alive.[13b] Essential properties that delimit living systems from inanimate 
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matter can be concluded by considering the cell as an example because it is the essential 

component and building block of all living systems.[4] For example, Yewdall et al. identified five 

essential properties which all living systems have in common (Figure 1).[16]  

 

Figure 1: Essential properties of living systems that synthetic systems require to be considered 
alive. Figure adapted from reference [16]. 

 

An essential property of living systems is compartmentalization.[16] Compartments can 

organize complex biochemical reactions in space and time by regulating and localizing 

reagents, e.g., increasing, decreasing, or inhibiting reactions by up-concentration or 

segregation of reagents.[17] Moreover, biological systems use compartments to avoid mutual 

interferences between biochemical processes, e.g., by conflicting reaction pathways. Two 

essential properties characterize a compartment. Firstly, it must be separated from its 

surrounding by a boundary.[18] Secondly, the diffusion of components in- and outwards of the 

compartment must be regulated in order to perform chemical reactions.[19]  

 

Another essential property of a living system is energy transduction.[16] Generally, life 

operates in a far-from-equilibrium steady-state (homeostasis) that relies on the continuous 

consumption of energy from the surrounding.[19-20] ‘How does the living organism avoid the 

decay? The obvious answer is: By eating, drinking, breathing, and (in the case of plants) 

assimilating. The technical term is metabolism.’ Erwin Schrödinger.[21] As Erwin Schrödinger 

pointed out in 1944, our body requires the constant input of energy derived from food, also 

referred to as metabolism. Similar to the metabolism on a macroscopic level, many cellular 

processes rely on non-equilibrium conditions and constant input of energy, e.g., intracellular 

transport,[22] cell signaling,[23] diffusion processes,[24] and gene transcription.[25] This energy 

dependence might seem wasteful, but it endows living systems with dynamic properties, such 

as adaptivity, self-healing ability, as well as temporal and spatial control.[26] To sum up, 
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synthetic living systems must have a metabolism to sustain their organization at the expense 

of nutrients/energy from the environment.[13a, 19, 27] 

 

Moreover, living systems require information processing. [13a, 16, 27a] DNA, RNA, and protein 

are the three biopolymers for information processing in biological systems.[28] DNA encodes 

the genetic information that is copied into complementary RNA, which is translated into a 

protein sequence following the genetic code.[28] Despite these biopolymers, also the complex 

machinery for replication, transcription, and translation are required. Thus, for the bottom-up 

synthesis of life, a much simpler system to process information is required.  

 

Another essential property of life is growth and division to transfer the information stored in 

the components of the system, i.e., the system must be able to reproduce by making copies 

of itself. [16, 19, 27b] Thus, systems must be able to grow, deform and divide to self-reproduce.[16] 

The reproduction process must be accurate enough to maintain the species’ integrity and error-

prone to drive Darwinian evolution by which living systems increase their viability through 

various selection pressures.[19, 27b] Moreover, self-reproduction enables thermodynamically 

unstable systems to persist, referred to as dynamic kinetic stability (DKS).[29] DKS could have 

played a role in stabilizing intermediate stages during the emergence of life.  

 

Lastly, a synthetic living system must respond to changes in its environment, i.e., 

adaptability.[16] Living systems show a variety of adaptable behaviors ranging from single-cell 

levels to populations of cells.[16] A basic form of adaptability is mobility which is the ability to 

move towards an energy source that can be either chemical fuel (chemotaxis) or light 

(phototaxis).[16] Ideally, the system should move towards areas of higher fuel concentration to 

minimize the loss of energy.  

 

1.3. Conclusion and Outlook 

What life is and how it originated remains a longstanding question. Despite the progress in 

understanding the principles of life, we are still far from understanding its origin and 

synthesizing it in the lab. Up to now, there is still no unequivocal definition of what life is. One 

must identify and consider essential properties of living systems as a model for the creation of 

synthetic analogs, e.g., compartmentalization, energy transduction, information processing, 

growth, and division, and adaptability. Any synthetic system comprised of simple molecules 

and precursors with one or more of these essential properties could be a step towards the 

bottom-up synthesis of life. 



Compartmentalization 
 

- 6 - 
 

2. Compartmentalization 

Abstract 
In Chapter 1, I showed that compartmentalization is essential for living systems. 

Compartmentalization is required to separate a system from its surroundings and control the 

diffusion and concentration of reagents. In this chapter, I will discuss the two types of 

compartments in biological systems: membrane-bound compartments and membraneless 

compartments. I will show that the absence of a membrane facilitates diffusion and regulation 

of the concentrations of reactants, which makes membraneless compartments an ideal 

candidate for the bottom-up synthesis of life. I will show that membraneless compartments are 

protein- and nucleotide-rich droplets that are thought to be primarily formed by liquid-liquid 

phase separation and discuss the advantages of their liquid nature. Moreover, I will show that 

biological systems use chemical reactions to control where and when phase separation occurs. 

This kinetic control can result in significantly different properties of droplets than observed 

under thermodynamic control. I will end this chapter with an overview of the theoretical 

calculations and experimental studies on chemically fueled droplets and complex properties. 
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2.1. Compartments in Biology 

2.1.1. Membrane-Bound Compartments 

In the 19th century, De Vries (1885), Pfeffer (1897), and Overton (1899) suggested that a 

membrane encloses the cell to separate it from its surrounding.[30] They observed that the cell 

responds osmotically to changes in the external osmolarity. However, technological limitations 

prevented acquiring unambiguous proof for the existence of a cell membrane until the invention 

of analytical techniques, such as micromanipulation, X-ray diffraction, and electron 

microscopy, around 1930.[30] Since then, it was found that the cell is further organized in sub-

compartments, which are also enclosed by lipid membranes, such as the endoplasmatic 

reticulum, mitochondria, Golgi apparatus, and lysosomes.[17a, 31] The lipid membranes 

physically separate the interior and exterior of these compartments. They are typically 

impermeable to most biological molecules and require complex membrane proteins and 

machinery to control the permeability of reactants.[17a, 32] Hence, a membrane-based 

compartment is challenging in a bottom-up approach to synthesize life due to the complex 

regulation of diffusion of reactants through the lipid bilayer. 

 
2.1.2. Membraneless Compartments 

Recently, more and more compartments lacking a membrane have been identified. Examples 

include the Cajal bodies, nucleoli, and stress- and germ granules (Figure 2).[17a] These so-

called membraneless organelles (MLOs) can sequester biomolecules despite lacking a 

physical barrier to the surrounding cytoplasm. For many years, it remained unclear why these 

compartments could maintain their structure and not simply mix with their surroundings.[33] 

Brangwynne et al. gained key insights in the nature of MLOs when they observed liquid-like 

properties of P granules from C. elegans, such as a spherical shape, fusion, rapid exchange 

of components with the surrounding, deformation by flow, viscosity, and wetting.[33-34] These 

properties of P granules suggest that they are liquid droplets that are formed through liquid-

liquid phase separation (LLPS) from the surrounding cytoplasm. 
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Figure 2: Schematic representation of MLOs in eukaryotic cells. Reprinted from reference 
[17a] by permission from the Nature Publishing Group, Copyright © 2017. 

 

What Drives Phase Separation of MLOs? 
Typically, the multivalence of their building blocks drives the phase separation of these protein- 

and nucleotide-rich droplets. For example, multivalent proteins have multiple functional 

domains/motifs and interact via different intra- or intermolecular interactions (Figure 3).[35] 

Thus, phase separation is a consequence of the collective effects of their interacting 

domains/motifs. Another class of phase-separating proteins is proteins with intrinsically 

disordered regions (IDRs). These proteins lack a defined three-dimensional structure and thus 

do not have structural constraints. They are often repetitive in their amino acid sequence and 

biased in the amino acid composition, i.e., enriched blocks of specific amino acid sequences 

and charged residues. Apart from proteins, nucleotides can drive LLPS of MLOs by base-

pairing with other nucleotides and binding proteins with specific binding domains. 
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Figure 3: Schematic representation of molecular interactions driving LLPS in biology. 
Reprinted from reference [35] by permission from Elsevier Ltd., Copyright © 2018.  

 

What Are the Advantages of MLOs Over Membrane-Bound Compartments? 
Like membrane-bound compartments, MLOs can spatiotemporally compartmentalize 

biochemical compounds.[36] However, their liquid nature allows for fast diffusion of reactants 

in- and outwards of the droplets without the need for complex machinery to regulate the 

diffusion.[34, 37] Moreover, the composition of droplets can regulate the partitioning of molecules, 

which means that reagents can be selectively accumulated in a confined space. They also 

decelerate or accelerate biochemical reactions by down- or up-concentrating reagents inside 

or offering a specific catalytic microenvironment. These liquid droplets can adopt different 

physical states in response to external stimuli which means that LLPS can result in a wide 

range of compartments with different physical properties, e.g., harden into gel-or glass-like 

states or turn into solid crystals.[17b] Due to these combined properties of MLOs, the creation 

of a synthetic compartment by LLPS is probably more suitable for a bottom-up approach to 

synthesize life compared to membrane-bound compartments. 

 

2.2. Regulation of Phase Separation 

A system of multiple droplets is thermodynamically unstable and tends to evolve towards a 

system with only one large droplet driven by coalescence and Ostwald ripening.[38] This 

behavior is opposite to living systems where multiple droplets with characteristic sizes coexist 

and increase their number by division. In conclusion, cells must somehow regulate where and 

when phase separation occurs. How can phase separation be regulated? To answer this 

question, we must consider the free energy and chemical potential of the system. The free 

energy 𝐹 = 𝐸 − 𝑇𝑆	is the available energy to perform work that combines the internal energy 

𝐸 and the entropy 𝑆 of a system.[17a] In general, systems tend to minimize their free energy and 
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maximize their entropy. To explain how to regulate phase separation, we consider a simple 

binary system that comprises solute A and solvent B with the respective volume fractions ∅) 

and ∅*. In the case of no interactions between solute A and solvent B, the free energy as a 

function of volume fractions has one explicit minimum, i.e., the free energy is unimodal 

(Figure 4A, red trace).[17a, 33] The system’s entropy is maximized by distributing the solute 

molecules homogeneously in the solvent. Moreover, the system approaches a stable 

thermodynamic state with minimal free energy and diffusive fluxes equalize any fluctuations. 

The chemical potential is the first derivative of the free energy and describes how the free 

energy changes when the volume fraction of the solute changes. In a case without interactions 

between the solute and the solvent, the chemical potential is monotonic. Each value of the 

chemical potential corresponds to a different volume fraction ∅* (Figure 4B, red trace).  

In contrast, phase separation requires molecular interactions between the solute and solvent 

molecules. A system phase-separates when the attractive interactions between solute 

molecules or the repulsive interactions between solute and solvent molecules exceed the 

entropic tendency of the system to remain mixed.[38] An approach to describe the free energy 

as a function of molecular interactions is the Flory-Huggins solution theory which was initially 

applied to describe the physics of phase separation of homopolymers with a length 𝑁 in low 

molecular weight solvent.[39] This approach models the solution as an infinite lattice with 

coordination number 𝑧 where each lattice site can be occupied either by a solute or solvent 

molecule (Figure 4C). As ∅) + ∅* = 1, we can consider ∅* = 1 − ∅ if ∅)  is denoted as ∅. 

Using a mean-field assumption, the Flory-Huggins free energy of mixing per lattice site can be 

calculated following equation (1).[39a] 
𝐹
𝑘*𝑇

=
∅
𝑁
𝑙𝑛	∅ + (1 − ∅) ln(1 − ∅) + 𝜒∅(1 − ∅) (1) 

The first two terms in equation (1) represent the mean-field entropy of mixing per lattice site. 

The third term represents the energy of mixing per lattice site, which considers the strength of 

the molecular interactions. The Flory parameter	𝜒 is defined in equation (2). It quantifies the 

balance between homotypic (A-A and B-B) and heterotypic interactions (A-B) with the 

corresponding mean-field energies per site 𝑢)*, 𝑢** and 𝑢)). 

𝜒 =
𝑧
𝑘*𝑇

8𝑢)* −
1
2
(𝑢** + 𝑢))): (2) 

The magnitude of the Flory parameter	𝜒  quantifies the energetic costs of having solvent 

molecule B besides a lattice site occupied by a solute molecule A. Dependent on the strength 

of the different interactions, two different cases can occur. In the first case, the homotypic 

interactions (𝑢** and 𝑢))) are weaker than heterotypic interactions (𝑢)*) which means that 

solute A remains dissolved in solvent B at all concentrations. However, when the homotypic 
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interactions are sufficiently stronger than the heterotypic interactions, the Flory parameter 𝜒 

reaches a critical value and the energetic term in equation (1) will overcome the mixing entropy. 

This means that the free energy in Figure 4A (blue trace) becomes multimodal and thus 

unstable, which is resolved by separating solute A in volume fractions ∅; and ∅< (∅;=volume 

fraction of A in solvent, ∅<=volume fraction of A in droplets). In other words, the solute A phase-

separates from solvent B and forms a dense phase (∅<) that is enriched with solute A and a 

dilute phase that is depleted of solute A (∅;).[17b] In this case, the chemical potential becomes 

non-monotonic which means that some chemical potential values correspond to the two 

different volume fractions ∅; and ∅< (Figure 4B, blue trace). The net diffusive flux between the 

phases is eliminated as the chemical potentials of the two volume fractions are equal. In other 

words, molecules move at equal rates in and out of the two phases. A diffusive flux equalizes 

any difference in chemical potential, e.g., a chemical reaction in one phase can alter the 

potential of that phase. A binary phase diagram shows whether the solution remains mixed or 

phase-separates into two phases for a given volume fraction ∅ and a temperature (Figure 4D). 

In conclusion, where and when phase separation occurs can be regulated by temperature, but 

also by tuning the attractive and repulsive interactions between solute and solvent. Because 

temperature within a cell is almost constant and hard to vary, chemical reactions, like post-

translational modifications or binding of a ligand, are frequently used by cells to regulate the 

solubility, valency, or affinity of a protein. Such chemical reactions include phosphorylation, 

dephosphorylation, and methylation.[17b] For example, phosphorylation can change the 

attractive interactions between solute molecules or the repulsive interactions between solute 

and solvent molecules which increases the Flory parameter 𝜒 above its critical value and thus 

drives phase separation. Vice versa, dephosphorylation can decrease the Flory parameter 

below its critical value, and the solute remains dissolved in the solvent. 
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Figure 4: A) Free energy and B) chemical potential of a solution as a function of the solute 

concentration for non-interacting solute molecules (red line), and interacting, phase-separated 

solute molecules (blue line). C) Schematic representation of a solution of solute A in solvent B 

modeled as a lattice with coordination number z = 8 and the corresponding homotypic and 

heterotypic interactions (uAA, uBB, and uAB). Adapted from reference [39a] by permission from 

the Nature Publishing Group, Copyright © 2015. D) Phase diagram of solute A in solvent B. 

A), B), and D) adapted from reference [33] by permission from Annual Reviews, Copyright © 

2014. 

 

2.3. Active Droplets 

When phase separation is regulated by chemical reactions, like phosphorylation and 

dephosphorylation, which activate and deactivate droplet material, the droplets are considered 

chemically active.[38] In contrast to passive droplets that are controlled by thermodynamics, 

these droplets are controlled kinetically by an external energy supply, e.g., by chemical fuels 

like ATP and GTP. The kinetic control allows regulation of properties previously constrained 

by thermodynamics, e.g., droplet number and size. How can a kinetic control result in different 

behavior than dictated by thermodynamics? 
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2.3.1. Regulation of Active Droplets 

At least two chemical reactions regulate active droplets (Figure 5A). In the first reaction, a 

soluble precursor A converts into a self-assembling product B at the expense of a chemical 

fuel F which is converted to waste W (equation (3)). The conversion of A to B typically occurs 

in solution and results in an influx of phase-separating B to the product-rich droplets. 

𝐴 + 𝐹 → 𝐵 +𝑊	 (3) 

The conversion of F with high chemical potential 𝜇B to W with low chemical potential 𝜇C drives 

the reaction. In other words, the required energy to convert A to B is transduced by the 

conversion of the chemical potential	∆𝜇B = 𝜇B − 𝜇C > 0. Thus, the precursor A acts as a 

catalyst for the fuel-to-waste conversion that transduces energy to B. In other words, a 

metabolism regulates active droplets, which is an essential property of living systems. The 

energy is typically stored in fuels of high chemical potential, like ATP, GTP, and NADH, and is 

transduced by hydrolysis or reduction to their corresponding waste products.[40] These 

molecules can efficiently store energy as they hardly degrade in the absence of a catalyst.[40] 

In the second reaction, B typically degrades by reacting with an ubiquitous species in the 

reaction solution (indicated by X) to recover the initial catalyst A (equation (4)).[41] For example, 

X can be a molecule of water or a reducing agent. Thus, the regulation of active droplets by 

chemical reactions can be illustrated by a reaction cycle (Figure 5B). Oversimplified, this cycle 

is driven by the conversion of F to W. For example, the net reaction that drives microtubule 

polymerization is the hydrolysis of GTP (𝐺𝑇𝑃 +𝐻J𝑂 → 𝐺𝐷𝑃 + 𝑃M).[42] 

𝐵 + 𝑋 → 𝐴 (4) 

The degradation of B can either occur inside or outside the product-rich droplets. When the 

degradation of B occurs inside the droplets, an efflux of A from the droplet to the solution arises 

(Figure 5A). The precursor may be converted again to the product that can diffuse into droplets 

and replenish the spontaneously degraded B inside the droplets, e.g., as in case of active 

coacervate droplets.[43] In contrast, active oil droplets composed of phase-separating 

anhydride products require water to degrade, which these oil droplets exclude.[44] In this case, 

B is degraded in solution and replenished by B from the droplets, resulting in an efflux of B 

from the droplets to the solution.  
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Figure 5: A) Schematic representation of chemical reactions and diffusive fluxes for the phase 
separation of product B formed from precursor A and driven by a chemical fuel F with the 
degradation reaction localized inside the droplets. Adapted from reference [38] by permission 
from IOP Publishing Ltd., Copyright © 2019. B) Schematic representation of the reaction cycle 
of precursor A which is converted into the phase-separating product B at the expense of fuel 
F. 

 

2.3.2. Noise Reduction by Phase Separation of Active Droplets 

The synthesis and turnover of proteins by chemical reactions can cause non-equilibrium 

fluctuations and noise in concentration, which is disadvantageous for biological systems. It has 

been shown that LLPS can reduce the noise in expressed protein concentration.[45] The 

constrained concentration outside of the droplets reduces the noise. Any increase in the total 

protein concentration will change the number of droplets and sizes, but the concentration 

outside remains unaffected. Theoretical calculations show that the noise strength declines 

when the mean total concentration 𝜙P  approaches the threshold concentration for phase 

separation 𝜙∗ (Figure 6). After that, the noise strength settles at a certain minimum, dependent 

on the diffusion and chemical reactions. This minimal noise strength depends on the time 

scales of protein diffusion and turnover. When diffusion is much faster than protein turnover 

(𝜏S ≫ 𝜏U), phase separation can reduce the noise to the Poisson limit, i.e., in quasi-equilibrium 

conditions. However, when the protein turnover rate approaches protein diffusion (𝜏S ≈ 𝜏U), 

the minimal noise strength increases. This means that proteins accumulate in the dilute phase 

due to fast synthesis and slow diffusion, which hampers the efficiency of noise reduction. In 

other words, phase separation most effectively reduces noise for long-living and fast-diffusing 

proteins. Taken together, phase-separated compartments can effectively buffer concentration 

oscillations, enabling them to maintain the protein concentration within a narrow concentration 

range. The noise reduction by phase separation could be a relevant mechanism in biological 

systems to enhance their robustness. 

 



Compartmentalization 
 

- 15 - 
 

 

Figure 6: Noise strength in dependence on the mean total concentration for different protein 
diffusion times and protein lifetimes (𝜏S and 𝜏U, respectively). The minima of the noise strength 
strongly depend on the ratio 𝜏S/𝜏U (blue circle and inset). Figure from reference [45]. Reprinted 
with permission from AAAS.  

 

2.3.3. Self-Division of Active Droplets 

Theoretical calculations showed that the kinetic control of droplets by chemical reactions could 

endow them with properties that significantly differ from properties at thermodynamic 

equilibrium. Zwicker et al. showed that spherical droplets regulated by chemical reactions can 

grow and spontaneously split into two smaller daughter droplets of equal size, reminiscent of 

cellular behavior (Figure 7).[46] These spherical droplets can undergo shape instabilities and 

split into two smaller droplets despite their surface tension. These shape instabilities are 

thermodynamically unfavored and require non-equilibrium conditions. A droplet undergoes 

different stages before division. At first, a droplet grows until it reaches a stationary size. After 

that, it elongates and forms a dumbbell shape. Finally, the dumbbell splits and divides into two 

smaller droplets of equal size, which can grow and self-divide again. 
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Figure 7: Sequence of stages at different times during active droplet division due to shape 
instabilities. Reprinted from reference [46] by permission from the Nature Publishing Group, 
Copyright © 2016. 

 

The shape instabilities are dependent on the supersaturation 𝜀  and the turnover 𝜐  of the 

droplet material inside droplets. The supersaturation 𝜀 means the excess concentration of 

droplet material outside the droplet which results for 𝜀 > 0 in a diffusive flux towards the 

droplets. For a given turnover 𝜐 , a stationary state exists where the influx of the phase-

separating product B due to supersaturation outside is balanced by the efflux of precursor A 

which is produced inside the droplets. A spherical droplet undergoes shape instability when 

the supersaturation increases and its radius reaches a critical value Rdiv, which depends on 

the reaction rates and droplet parameters. The spherical shape becomes unstable beyond that 

critical radius, and any shape deformation can trigger dumbbell formation through elongation 

of the droplet shape along one axis. 

 
2.3.5. Suppression and Acceleration of Ostwald Ripening of Active Droplets 

Stabilizing an emulsion over longer times is challenging as a system of multiple droplets is 

thermodynamically unstable.[47] Droplets typically grow and fuse by droplet coalescence and 

Ostwald ripening until one big and stable droplet is formed. Thus, both processes have to be 

suppressed to stabilize emulsions over time. Zwicker et al. showed that Ostwald ripening can 

be suppressed when chemical reactions regulate droplets.[48] Why are droplets growing, and 

how can chemical reactions suppress this behavior? Droplets strive to minimize their free 

energy, which is the smallest for droplet configurations with minimal interface area. This means 

that larger droplets (smaller surface-to-volume ratio) are energetically favored over multiple 

smaller droplets with the same total droplet volume. Ostwald ripening is driven by a diffusive 

flux between droplets which is caused by a difference in volume fractions ∅Z* of the droplet 

material outside of the droplets. The Laplace pressure dictates the volume fraction of product 



Compartmentalization 
 

- 17 - 
 

outside a droplet, which is thus dependent on the surface tension 𝛾 and the droplet radius 𝑅 

(equation (5)). As shown in equation (5), the volume fraction of product outside the droplets 

∅Z* is larger for smaller droplets, i.e., smaller radius 𝑅 (Figure 8A).[44a] 

 ∅Z* = 𝛾𝛽/𝑅	 (5) 

In other words, the local concentration of the phase-separating product is higher around small 

droplets compared to bigger ones which causes a diffusive flux of droplet material from small 

to big droplets (Figure 8B). 

 

Figure 8: A) Schematic representation of volume fractions ∅Z*  of phase-separating product 
outside the droplets for small and large droplets. B) Schematic representation of the diffusive 
flux from small to large droplets caused by the difference in volume fractions. Figures adapted 
from reference [44a]. 

 

Zwicker et al. considered a simplified system of two droplets for their calculations. They show 

that a steady-state with two equally sized droplets is unstable in the absence of chemical 

reactions as one droplet always grows at the expense of the other. In this system, only steady- 

states with a single droplet or without droplets are stable. In contrast, when chemical reactions 

regulate droplets, a steady-state with two coexisting droplets at equal sizes can be stable. The 

rate of relaxation to the steady-state is dependent on the degradation rate of the product 𝑘^ 

(equation (6)). 

𝜆 =
𝐷*𝛾𝛽
𝑅P`

−
2𝑘^
3

 (6) 

For a relaxation rate of 𝜆 > 0, the steady-state is unstable and large droplets grow at the 

expense of smaller droplets, which means that droplets ripen. Without chemical reactions, 

equation (6) simplifies to 𝜆 = 𝐷*𝛾𝛽𝑅Pb` which is always positive. Thus, Ostwald ripening will 

always occur in a system of passive droplets. 

In contrast, for 𝜆 < 0, a steady-state with multiple droplets is stable and Ostwald ripening is 

suppressed. They used a single dimensionless stability number 𝜒  to predict the maximal 

number of stable droplets 𝑁 at given parameter values (equation (7)). The number is defined 
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such that 𝜒 > 1 corresponds to negative relaxation rates which means that a steady-state of 

𝑁 droplets is stable at these reaction rates. 

𝜒 =
𝑉e

2𝜋𝐷*𝛾𝛽𝑁
−

𝑘g𝑘^
𝑘g + 𝑘^

 (7) 

The dimensionless stability number shows that the number of stable droplets increases with 

the rate of chemical reactions. At vanishing reaction rates, droplets behave like their passive 

counterparts. A state with multiple stable droplets and suppression of Ostwald ripening exists 

for intermediate reaction rates. However, too large reaction rates result in the breakup of 

droplets. This means that adjusting the rate constants for chemically active droplets can control 

the droplet size and number of stable droplets. 

 

In contrast, Tena-Solsona et al. showed that active oil droplets comprised of transient 

anhydride products grow orders of magnitude faster than expected for Ostwald ripening.[44a] 

Moreover, the rates of the chemical reaction cycle can regulate the accelerated growth of the 

droplets. They observed that the deactivation rate dictates the acceleration of ripening, e.g., 

higher acceleration of ripening for faster deactivation rates (Figure 9A). When fueled with a 

single batch of fuel, big droplets did not grow, wherefore the increase of average droplet 

volume can be attributed to an accelerated shrinkage of small droplets due to the deactivation 

reaction (Figure 9B). In contrast, when continuously fueled, large droplets showed accelerated 

growth while small droplets showed accelerated shrinkage, which explains the higher 

acceleration of ripening compared to batch-fueled experiments (Figure 9C). 

 

Figure 9: A) Acceleration of ripening as a function of the deactivation rate for batch- and 
continuously fueled active droplets. B) Schematic representation of the accelerated ripening 
of batch-fueled active droplets. The deactivation reaction accelerates the shrinkage of small 
droplets. C) Schematic representation of the accelerated ripening of continuously fueled active 
droplets resulting in accelerated shrinkage of small droplets and accelerated growth of big 
droplets. Figures adapted from reference [44a]. 
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2.4. Conclusion and Outlook 

Compartmentalization of living systems is crucial for their internal organization and separation 

from the surroundings. Compartments regulate complex biochemical reactions by increasing, 

decreasing, or inhibiting reactions through up-concentration or segregation of reagents. The 

regulation is based on diffusion of reactants in- and outwards a boundary that separates the 

compartment from its surroundings.  

The first type of compartments in biological systems is separated by a membrane from the 

environment, i.e., a membrane-bound compartment. However, as membranes are typically 

impermeable to most biological molecules, they require complex machinery to regulate the 

diffusion of specific reagents, which is disadvantageous in a bottom-up approach for the 

synthesis of life.  

The other type of compartments in living systems are MLOs which lack a physical barrier to 

their surroundings and are thus more attractive for a bottom-up approach. MLOs have liquid-

like properties, which suggest that they form through LLPS. The liquid nature of MLOs enables 

fast diffusion of reactants in- and outwards of the droplets and the partitioning of molecules 

can be regulated by the composition of the droplets. Typically, these droplets are comprised 

of protein and nucleotides, and multivalence between these building blocks drives their phase 

separation. Phase separation occurs when the attractive interactions between the building 

blocks or the repulsive interactions between building blocks and solvent exceed the entropic 

tendency of the system to remain mixed.  

Biological systems use chemical reactions to tune the attractive and repulsive interactions 

between building blocks and the solvent to regulate where and when phase separation occurs. 

When chemical reactions regulate phase separation, droplets are considered active droplets. 

Active droplets are controlled kinetically by an external energy supply, which means that their 

properties are not governed by the rules of in-equilibrium thermodynamics, e.g., controlled by 

fuels with high chemical potential like ATP and GTP. Theoretical calculations and experimental 

studies showed that active droplets under kinetic control could have significantly different 

properties than droplets controlled by thermodynamics, e.g., noise reduction in building block 

concentrations, self-division of droplets, and acceleration or suppression of Ostwald ripening. 

Especially, the contrast between acceleration or suppression of Ostwald ripening for different 

reaction rates indicates the variety of different properties that can be observed when droplets 

are kinetically controlled by chemical reactions. 

Even more complex behavior can be expected when not only the phase separation of active 

droplets is regulated by chemical reactions but also the assembly reciprocally regulates the 

chemical reactions. In other words, the assembly exerts feedback on its regulating reaction 

cycle which I will discuss in the next chapter. 
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3.  Feedback Mechanisms 

Abstract. 
In Chapter 2, I described the types of different compartments in living systems and how biology 

regulates the phase separation of MLOs by chemical reactions. Moreover, dependent on the 

rates of the regulative chemical reactions, I showed that droplets under kinetic control could 

have significantly different properties than under thermodynamic control, e.g., suppression or 

acceleration of Ostwald ripening and self-division of droplets. In this chapter, I will show that 

biological assemblies can also reciprocally regulate their chemical reaction cycles, i.e., 

feedback of the assembly onto its reaction cycle. These feedback mechanisms are crucial for 

regulation and control in living systems and could result in life-like behavior in synthetic 

systems. For example, I will demonstrate how feedback mechanisms can control the 

nucleation and length of biological assemblies. After that, I will show recent examples of 

synthetic, chemically fueled assemblies that exert feedback on their reaction cycle and discuss 

their different feedback mechanisms.  

 

 

 

 

 

 

 

 

 

 

 

 

Parts of this chapter are based on the following publications: 

[1] P. S. Schwarz, M. Tena-Solsona, K. Dai, J. Boekhoven, ChemComm, 2021, accepted. 
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3.1. Feedback Mechanisms and their Role in Living Systems 

Chemical reactions often regulate assembly and phase separation in biological systems. Vice 

versa, biological assemblies can regulate their underlying chemical reactions, i.e., the 

assembly exerts feedback on its reaction cycle. Living systems require feedback mechanisms 

to precisely regulate, control, and coordinate the interplay among the vast number of different 

building blocks and reaction networks. In these reaction networks, the products of one reaction 

can serve as the reactants for another reaction.[37] For example, feedback mechanisms 

regulate metabolic reaction networks, cellular signaling systems, and other internal cellular 

mechanisms, which can result in complex dynamic behavior, such as bistability, hysteresis, 

and oscillations.[49] A feedback mechanism is defined as a response within a system that 

adjusts the rate of production of the elements of a system to its state and relevant 

environmental variables.[50] In other words, if a specific component within a system levels its 

activity, than it regulates itself via a feedback mechanism.[51] This feedback mechanism can 

either be positive or negative depending on whether the component accelerates or decelerates 

its production rate. The feedback is positive when a product B accelerates its production from 

a precursor A (Figure 10A). An example of positive feedback in biology is the ripening of fruits. 

When fruits ripen, they release ethylene which accelerates the ripening of other fruits that 

further release ethylene.[52] In contrast, if B decelerates its production rate from A, it exerts 

negative feedback on its production (Figure 10A). Biological systems use negative feedback 

to stabilize processes against fluctuations, changes in their surroundings, or other 

disturbances and as vital control mechanisms to remain homeostasis.[37, 53] For example, 

negative feedback regulates the blood glucose level. When the blood glucose level increases, 

insulin is released into the bloodstream causing cells to store glucose as intracellular 

triglycerides and glycogen, thus lowering the blood glucose level.[54] 

 

Like these feedback mechanisms, self-assembled or phase-separated structures can also 

exert feedback on the reactions that produce or degrade their components. For example, the 

depolymerization of microtubules is dependent on their filament length.[55] The length-

dependent depolymerization of microtubules can be explained by an antenna model in which 

kinesin-8 and other motor proteins that depolymerize microtubules randomly bind along their 

length (Figure 10B). These motor proteins have a high processivity that funnels them to the 

plus end of the microtubules. The high processivity results in an increasing concentration 

gradient of motor proteins towards the plus end, i.e., almost all motor proteins reach the plus 

end of the microtubule. As the number of landings is proportional to the length of the 

microtubule, longer microtubules depolymerize faster than shorter microtubules. In summary, 
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the higher the processivity of the motor proteins, the more pronounced is the length-dependent 

depolymerization of the microtubules.  

 

Figure 10: A) Schematic representation of positive and negative feedback of a component B 
on its production from precursor A. B) Antenna model of microtubule depolymerization. Longer 
microtubules depolymerize faster due to the higher probability of motor proteins landing on the 
microtubule lattice. Adapted from reference [55a] by permission from Elsevier Ltd., Copyright 
© 2009. C) Positive feedback regulation of the synaptonemal complex between 
polySUMOylation of Ecm11 and transverse filament assembly. Figure adapted from reference 
[56]. 

 

The synaptonemal complex (SC) is also a feedback-regulated self-assembled structure. The 

SC connects the homologous chromosomes along their lengths via polymeric arrays of 

transverse filaments (TFs) during meiotic prophase I. Thus, the control of TF polymerization is 

crucial for the self-assembly of the SC. Leung et al. found that positive feedback regulates the 

self-assembly of the synaptonemal complex (Figure 10C).[56] In the first phase, the TF protein 

of budding yeast (Zip1) and protein components of the SC (Ecm11 and Gmc2) are recruited 

to synapsis initiation sites. In the second phase, Zip1 nucleates in association with 

Ecm11/Gmc2. They found that the N-terminus of Zip1 activates the SUMOylation of Ecm11. 
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The SUMO chains facilitate the recruitment and assembly of more Zip1, which further activates 

Ecm11 for SUMOylation, i.e., polymerization of the SC is based on a positive feedback loop. 

 

3.2. Feedback in Chemically Fueled Reaction Cycles 

In the previous section, I discussed the role of feedback control and regulation in biological 

systems. In particular, the design of feedback mechanisms of self-assembled or phase-

separated structures on the chemical reactions that produce and destroy their components 

could be a step towards the bottom-up synthesis of life. The combination of a compartment 

that is regulated by chemical reactions and feedback mechanisms of the assembly onto the 

regulating chemical reactions could result in other essential properties of life, such as self-

replication and adaptability. In the following section, I will discuss recent examples of feedback 

mechanisms of synthetic assemblies that are regulated by chemical reactions. These 

assemblies exert feedback on regulating chemical reactions via two different mechanisms: 

catalysis, and up- or down-concentration. 

 

3.2.1. Feedback by Catalysis 

Self-assembled structures can be catalytically active and increase the rate constant or 

decrease the activation energy of a chemical reaction that regulates the assembly, i.e., the 

assembly catalyzes its reaction cycle. One mechanism by which the assembly can catalyze a 

reaction of the regulating reaction cycle is by changing the microenvironment of the reactants. 

For example, Bal et al. reported that histidine moieties in self-assembled amphiphiles (C18H) 

can catalyze the activation and deactivation in EDC-driven reaction cycles (Figure 11).[57] They 

fueled C18H with EDC in the presence of p-nitrophenol (NP), resulting in the formation of 

C18H-NP ester and a rapid gel formation. The reactive histidine group cooperatively catalyzes 

the assembly and disassembly process. On one hand, it serves as a base and enables the 

ester formation of alcohol and carboxylic acid. However, in this case, the activation reaction 

can also be catalyzed by non-assembling peptides which means that the catalysis is not related 

to self-assembly. On the other hand, histidine influences the local pH in the self-assembled 

state and thus catalyzes the hydrolysis of the kinetically stable ester bond. They showed that 

the histidine group as well as the microenvironment of the self-assembled fibers are crucial for 

the disassembly and gel-to-sol transition as the ester hydrolyzes only in the presence of fibers. 

They also showed that the concept of cooperative catalysis of histidine is applicable for other 

systems, e.g., amyloid peptides.[58] 
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Figure 11: Schematic representation of the EDC-driven reaction cycle of a C18H precursor, 
resulting in the transient formation of C18H-NP nanofibers in the presence of p-nitrophenol 
(NP). The nanofibers cooperatively catalyze the assembly and disassembly process. Adapted 
from reference [57] by permission from the Wiley-VCH Verlag GmbH, Copyright © 2019. 

 

Recently, Kriebisch et al. showed that regulating reaction cycles and self-assembly of peptide 

nanofibers can be reciprocally coupled (Figure 12).[59] They also found that the emerging 

assemblies change the microenvironment of their components which accelerates both the 

activation and deactivation pathway in EDC-driven reaction cycles. Upon addition of fuel, the 

Fmoc-AVD precursor assembles in peptide fibers which are comprised of precursor and 

anhydride products. The hydrophobic microenvironment of the assembly increases the pKa of 

co-assembled precursors, which changes the activation pathway from a stepwise proton 

transfer to a concerted proton transfer. The concerted proton transfer is drastically faster and 

results in a roughly five times higher fuel consumption rate. Moreover, the deactivation rate of 

the anhydride product is increased in the presence of assemblies which is likely due to β-sheet 

hydrogen bonding interactions. These interactions significantly increase the carbonyl carbon's 

electrophilicity, wherefore the nucleophilic attack of water molecules is favored. 
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Figure 12: Schematic representation of the EDC-driven self-assembly of a Fmoc-AVD 
precursor in peptide nanofibers. The assembly is reciprocally coupled to the reaction cycle as 
self-assembly is regulated by activation and deactivation which both are catalyzed in the 
assembly’s hydrophobic microenvironment. Adapted with permission from reference [59], 
Copyright © 2020 American Chemical Society. 

 

Borsley et al. showed that differences in the microenvironment of a catalytic carboxylate on a 

rotaxane precursor can result in kinetic gating and thereby drive a molecular information 

ratchet (Figure 13).[60] They used a rotaxane precursor with a catalytic carboxylate group and 

two fumaramide (prox- and dist-co-conformers) binding sites for a benzylic amide macrocycle. 

An N-acyl pyridinium barrier for the ring movement is formed at the catalytic carboxylate group 

upon the addition of DIC and pyridine. The addition of the chemical fuel changes the ratio of 

the macrocycle’s prox:dist equilibrium population from roughly 1:1 to 1:12. The equilibrium 

population changes because both fuel addition and waste production are kinetically gated, i.e., 

activation and deactivation favor the forward stepping of the machine. The activation is 

kinetically gated as the barrier formation for the dist-rotaxane is twice as fast as for the prox-

rotaxane due to steric hindrance of the macrocycle. The deactivation is kinetically gated as 

hydrogen bonds between the macrocycle and the activated ester increase the hydrolysis rate 

of the prox-rotaxane’s barrier by an 8-fold compared to the dist-rotaxane. The doubly kinetic 

gating of the rotaxane drives the significant shift in the population of the two binding sites. After 

depletion of the fuel, the hydrolysis of the barrier restores the equilibrium population of 1:1. 
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Figure 13: Schematic representation of a chemically fueled, doubly kinetically gated 
information ratchet. Activation and deactivation in the reaction cycle favor the machine’s 
forward stepping, which drives the significant shift in the population of the two binding sites 
from 1:1 to 1:12. Adapted with permission from reference [60], Copyright © 2021 American 
Chemical Society. 

 

Apart from changing the microenvironment of reactants, an assembly can also catalyze a 

reaction of its regulating reaction cycle by replication which can occur via two different 

mechanisms. In the first mechanism, the replicator is composed of two different components, 

and self-replication occurs by binding these components and templating their conversion into 

a single replicator, e.g., self-replicating systems of DNA and RNA oligomers.[27b, 61] So far, these 

systems remain irreversible, and thus a regulation by chemical reactions has not yet been 

realized. The second mechanism of self-replication is based on supramolecular 

polymerization. In a supramolecular polymerization, the assembly catalyzes the ligation of 

components and thus results in the formation of replicator stacks.[27b] In this case, exponential 

replicator growth is observed when stacks are constantly broken, e.g., by mechanical force 

through stirring. Upon breaking, the number of replicative ends of the stacks increases 

resulting in exponential growth by a breaking-nucleation-elongation mechanism.  
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For example, Yang et al. reported a chemically fueled supramolecular polymerization based 

on the oxidation of a dithiol precursor driven by a sodium perborate fuel (Figure 14).[62] Upon 

oxidation, a mixture of cyclic disulfides of different ring sizes emerges from which trimers and 

hexamers self-assemble into fiber stacks. Mechanical induced breaking of the stacks 

increases the number of ends resulting in exponential growth of the replicator. They observed 

that the replication rate of the hexamer is significantly lower than the rate of the trimer which 

means that most precursor is consumed by the trimer. The difference in replication rate is most 

likely related to a higher fragility of trimer fibers which results in a trimer-dominated population. 

In contrast, the reducing agent TCEP as a fuel for the deactivation of the macrocycles enabled 

a steady-state with an out-of-equilibrium population of hexamer, which accounted for 60 – 70% 

of the precursor. Reduction with TCEP regenerates the precursor, which can be re-oxidized to 

a macrocycle. The population change is most likely caused by a lower reduction rate of the 

hexamer compared to the trimer. This means that in the absence of fuel, the population reverts 

to the trimer-dominated population. In summary, the combination of oxidant and reductant 

mediate the re-population of high-energy states, which enables populating molecularly more 

complex replicators. 

 

 

Figure 14: Chemically fueled self-assembly of a dithiol precursor in replicator stacks (trimer 
vs. hexamer) driven by oxidation with sodium perborate and reduction with TCEP. Adapted 
from reference [62] by permission from the Wiley-VCH Verlag GmbH, Copyright © 2021. 

 

Another example for catalysis by replication is the chemically fueled cooperative 

polymerization of a perylene diimide (PDI) derivative reported by Leira-Iglesias et al. 
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(Figure 15).[63] They used Na2S2O4 as a chemical fuel to reduce the neutral PDI to mostly 

monomeric PDI2-. Oxidation by atmospheric oxygen converts the monomeric PDI2- to neutral 

PDI. The neutral PDI undergoes cooperative supramolecular polymerization to micrometer-

sized colloidal assemblies. Similar to the previous example, fragmentation of the 

supramolecular polymers results in positive feedback due to a breaking-nucleation-elongation 

mechanism. Moreover, the supramolecular polymer exerts negative feedback on its 

disassembly as the reductant reacts with the colloidal assembly’s outer shell, which means 

that larger assemblies have slower reduction rates. The cooperative nature of the 

polymerization enabled them to control the spatiotemporal behavior, e.g., traveling fronts and 

patterns, by seeding with assembled PDI. Moreover, the system oscillated dependent on the 

rate constants kred and kox. 

 

Figure 15: Schematic representation of the redox-fueled reaction cycle of monomeric PDI-2. 
Adapted from reference [63] by permission from Springer Nature Ltd., Copyright © 2018. 

 

3.2.2. Feedback by Up- or Down-Concentration 

Another mechanism by which self-assembled structures can exert feedback on their regulating 

chemical reactions is by up-or down-concentration of reactants. An up-or down-concentration 

of reactants influences their availability for the chemical reactions and thus increases or 

decreases their rates. In contrast to catalytic feedback, an up- or down-concentration is not 

changing a rate constant. 
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For example, Morrow et al. reported a chemically fueled system that self-replicates due to an 

up-concentration of reagents (Figure 16).[64] The system is based on two phase-separated 

precursors which react to a surfactant product under the formation of one equivalent of a 

thermodynamic byproduct. The surfactant product forms micelles above its CMC, which 

solubilize and up-concentrate the hydrophobic precursor in the aqueous phase and thus 

accelerate the rate of surfactant product formation. Thiol-disulfide exchange with the precursor 

deactivates the replicator, resulting in the formation of another equivalent of the 

thermodynamic byproduct and a non-functional waste. They used the oxidizing agent H2O2 as 

a chemical fuel to regenerate the high-energy precursor in-situ from the non-functional waste. 

 

Figure 16: Schematic representation of a chemically fueled reaction cycle of two phase-
separated precursors which form a surfactant product. The surfactant product forms micelles 
above its CMC, which catalyze the formation of its building blocks and thus self-replicates. 
Adapted from reference [64]. 

 

Another example for feedback of the assembly onto its reaction cycle by up- or down-

concentration is reported by Tena-Solsona et al. (Figure 17).[44b] They found that fueling 

aliphatic carboxylic acids with EDC resulted in transient anhydride formation and phase 

separation in micron-sized droplets. Phase separation in droplets down-concentrates the 

anhydride in the aqueous phase that hydrolyzes, i.e., droplets protect anhydride molecules 

inside from deactivation. The fraction of anhydride that hydrolyzes is equal to its solubility, 
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resulting in a characteristic zeroth-order deactivation due to a constant hydrolysis rate. Tena-

Solsona et al. used the protection mechanism to select certain non-equilibrium products over 

others when propionic acid (C3, n=1) and valeric acid (C5, n=3) precursors competed for 

EDC.[44b] They found that the anhydride products C3C3 and C3C5 are soluble in the aqueous 

media. In contrast, the most hydrophobic product C5C5 is insoluble. The protection mechanism 

enabled C5C5 to survive starvation periods. Thus, phase separation selects C5C5 over the other 

products, as it down-concentrates the fraction of anhydride that hydrolyzes. Moreover, due to 

the constant zeroth-order deactivation of the anhydride, Wanzke et al. used the protection 

mechanism of oil droplets for the controlled linear release of hydrophobic drugs.[65] 

 

Figure 17: Phase-separated anhydride products in EDC-driven reaction cycles exert negative 
feedback on their deactivation as droplets down-concentrate the fraction of anhydride that is 
susceptible to hydrolysis. Adapted from reference [44b]. 

 

3.3. Conclusion and Outlook 

Feedback mechanisms play an essential role in the regulation and control processes of 

biological systems. In a feedback mechanism, a component influences or levels its activity 

which can either be positive or negative depending on whether it accelerates or decelerates 

its production rate. For example, living systems control the length and nucleation of biological 

assemblies by feedback mechanisms. Thus, the design of feedback mechanisms in synthetic 

systems could be a step towards the bottom-up synthesis of life. Recently, several examples 

of synthetic chemically fueled assemblies are reported which exert feedback on their reaction 

cycles, e.g., feedback based on replication, catalysis, and up-or-down concentration of 

reagents. Such self-assembled structures could serve as metabolically active compartments 

which means that these systems already have two essential properties of living systems. 

Consequently, feedback mechanisms in such systems are exciting as they could result in other 
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essential properties, like adaptability or self-replication. So far, the chemically fueled oil 

droplets reported by Tena-Solsona et al. are the only example of phase-separated active 

droplets that exert feedback on their reaction cycle which is why I chose them for the following 

experimental part of the thesis. 
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4. Aims of the Thesis 

The overreaching goal of this thesis was to design a synthetic system comprised of simple 

molecules and precursors that shows some life-like behavior. Such a system could be relevant 

as a model system to gain insights into life’s origin or could be applied as a life-like material. 

In Chapter 1, I discussed essential properties of biological systems, which a synthetic system 

must have to be considered alive, such as energy transduction, compartmentalization, 

information processing, growth and division, and adaptability. Chapter 2 showed that 

membraneless compartments are ideal to create a synthetic living system as the absence of a 

membrane and their liquid nature facilitate the diffusion in- and outwards of the compartment. 

As a starting point for designing a system with life-like behavior, I thus chose chemically 

regulated droplets as they already combine two essential properties of life, namely 

compartmentalization, and energy transduction. Despite the impressive progress in chemically 

fueled self-assembly, these systems are still far from being alive. Other essential properties of 

living systems could be observed when the assembly also regulates the reaction cycle’s 

kinetics via feedback mechanisms as discussed in Chapter 3.  

To create a synthetic system with some life-like behavior, the first aim of the thesis is to 

investigate how the negative feedback of oil droplets in Chapter 3 affects the kinetics of the 

products when multiple, simultaneously operating reaction cycles compete for fuel. In general, 

the competition of metabolic reaction cycles for a common nutrient causes lower product yields 

and lifetimes. In other words, both reaction cycles suffer as they have to share the resources. 

However, in Chapter 5, we found a counterintuitive behavior where the success of a succinate 

derivative can increase when competing with a more hydrophobic succinate derivative, e.g., 

by more prolonged survival or reduced concentration oscillations in the presence of periodic 

fueling. When one product phase-separates, the other product can co-phase-separate and 

exploit the protective environment of the droplets. This behavior is reminiscent of parasitic 

behavior in biology and shows that life-like behavior can be observed in simple non-equilibrium 

systems.  

Next, we wanted to demonstrate that feedback offers new ways to control materials. Thus, we 

aimed to design an opposing feedback mechanism that rapidly dissolves the oil droplets once 

a certain threshold is reached. As described in Chapter 6, I aimed to improve the off-response 

of the emulsion to gain precise control over the material properties. Typically, these emulsions 

decay via zeroth-order kinetics and the material properties constantly decrease over their 

entire lifetime, which is disadvantageous for applications. We found that micelles formed by 

the surfactant precursor can trigger the solubilization of oil droplets. The surfactant precursor 
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accelerates the deactivation of the anhydride product, which releases more surfactant and 

further accelerates the deactivation, i.e., a self-immolation mechanism. Moreover, we designed 

the system such that the trigger for the self-immolation is released in-situ by the reaction cycle. 

Unlike common self-immolative materials, these materials switch off themselves through a 

rapid self-amplifying decay without an external trigger. We applied this self-immolative 

emulsion as a self-expiring ticket and drug delivery platform, which could serve as a 

cornerstone for more sophisticated, life-like materials. 

In conclusion, this thesis aims to investigate the impact of a negative feedback mechanism on 

a network of fuel-driven reaction cycles, i.e., how feedback mechanisms affect the products of 

the reaction cycles. Moreover, I aim to demonstrate that feedback offers new ways of 

controlling materials, e.g., by an opposing feedback mechanism that enables the precise 

control over the material properties.  
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5.  Parasitic Behavior in Competing Chemically 
Fueled Reaction Cycles 

Abstract. 
In this work, we investigated how the negative feedback mechanism of chemically fueled, 

phase-separated anhydride droplets described in Chapter 3 affects the kinetics of products 

when competing for fuel. We created a library of precursors of different hydrophobicity that 

compete for a common fuel. In the absence of phase separation, we found that the lifetimes of 

both products decrease due to competition for the common resources. However, the success 

of a soluble product drastically increases when the product of the competitor phase-separates, 

i.e., it shows increased persistence and fewer concentration variations in consecutive fueling 

rounds. We explain this behavior by co-phase separation of the soluble product with droplets 

formed by the competitor’s product. Like a parasite, the soluble product competes with the host 

for a common nutrient. It exploits its protective environment, which shows that life-like behavior 

can already emerge in simple networks of chemically fueled reaction cycles. We believe that 

this mechanism could be a tool to control concentrations of downstream chemical reactions of 

competitors and that the system could serve as a model system for feedback regulation in 

networks of reaction cycles. 
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Parasitic behavior in competing chemically fueled
reaction cycles†

Patrick S. Schwarz,‡a Sudarshana Laha, ‡bc Jacqueline Janssen,bc Tabea Huss,a

Job Boekhoven*ad and Christoph A. Weber*bc

Non-equilibrium, fuel-driven reaction cycles serve as model systems of the intricate reaction networks of

life. Rich and dynamic behavior is observed when reaction cycles regulate assembly processes, such as

phase separation. However, it remains unclear how the interplay between multiple reaction cycles

affects the success of emergent assemblies. To tackle this question, we created a library of molecules

that compete for a common fuel that transiently activates products. Often, the competition for fuel

implies that a competitor decreases the lifetime of these products. However, in cases where the

transient competitor product can phase-separate, such a competitor can increase the survival time of

one product. Moreover, in the presence of oscillatory fueling, the same mechanism reduces variations in

the product concentration while the concentration variations of the competitor product are enhanced.

Like a parasite, the product benefits from the protection of the host against deactivation and increases

its robustness against fuel variations at the expense of the robustness of the host. Such a parasitic

behavior in multiple fuel-driven reaction cycles represents a lifelike trait, paving the way for the bottom-

up design of synthetic life.

Introduction
In chemically fueled systems, the propensity of molecules to
form assemblies is regulated by a chemical reaction cycle. In the
cycle, a precursor is activated at the expense of a chemical
fuel.1–8 Simultaneously, a deactivation reaction spontaneously
reverts the product to its precursor state. Thus, a population of
transient product molecules emerges whose properties are
regulated kinetically. In recent years, examples of such reaction
cycles have been introduced that regulate the ability of mole-
cules to assemble or phase-separate, resulting in dynamic
structures like colloids,9,10 bers,10–16 supramolecular poly-
mers,17–19 oil-based droplets,20,21 coacervate-based droplets,22,23

vesicles,24–26 micelles,27 particle clusters,28–31 macrocycles32 and
DNA-based nanostructures.33,34 Due to the transient nature of
these building blocks, these assemblies are endowed with
properties typically absent at thermodynamic equilibrium. For
example, brils that spontaneously self-divide,23 temporary

hydrogels,10,35–37 or oil-based emulsions of which ripening is
accelerated.2 Moreover, the theory on active emulsions suggests
that droplets can self-divide.38,39 More recently, examples of
assemblies were observed that exert feedback over their chem-
ical reaction cycle.11,27,40,41 The underlying mechanisms can
result in exciting behavior like the spontaneous emergence of
switches between the morphologies or the ability of molecules
to persist while others decay.9,20 All these developments in the
eld are incremental steps towards the synthesis of life, and
a living system essentially represents a complex non-
equilibrium assembly of molecules that is regulated by chem-
ical reaction cycles.42–44 However, in living systems, a vast
number of reaction cycles operate simultaneously and interact
in intricate networks through feedback mechanisms. While
such systems show interesting and complex emergent proper-
ties in a close-to-equilibrium context,45–50 the behavior of
multiple reaction cycles in fuel-driven synthetic systems has
been underexplored. In particular, competition and feedback
are expected to lead to interesting emergent behavior in such
systems. For example, oil droplets showed that selection and
inhibition can occur in systems competing for a common fuel.51

In this work, we show an unexpected behavior in phase-
separated emulsions that are regulated by chemical reaction
cycles and compete for a fuel. Counterintuitively, the lifetime of
a transient product can be vastly prolonged even when
resources have to be shared. The underlying mechanism is
based on co-phase separation which protects products against
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deactivation, and it shows similarity to how a parasite benets
from the presence of a host.

Results and discussion
We used a chemical reaction cycle that is driven by the hydra-
tion of the condensing agent EDC (fuel, 1-ethyl-3-(3-di-
methylaminopropyl)carbodiimide). In the activation reaction,
the fuel condenses a succinate derivative into its corresponding
anhydride product (Fig. 1A). In the aqueous media, the corre-
sponding anhydride rapidly hydrolyses to the initial succinate
derivative. We refer to this reaction step as the deactivation.
Similar to the fuel-driven reaction cycles in biological systems,
the energy obtained from the hydrolysis of EDC is used for the
transient activation of the succinate derivative. The population
of anhydride product can thus only be maintained when the
rate of activation equals the rate of deactivation.52

In this study, we used three succinate derivatives: 2-buten-1-
ylsuccinate, which we refer to as precursor, succinate (compet-
itor 1) and 2-hexen-1-ylsuccinate (competitor 2, Fig. 1B). We
observed that the addition of fuel to competitor 2 made the
solution turn turbid due to the presence of oil-droplets which
we veried via confocal microscopy (Fig. 1C), and is in line with
previous work.53 However, the emergence of droplets could not
be observed for the precursor and competitor 1.

In order to determine the kinetics of the three reaction
cycles, we fueled 50 mM of each succinate derivative with
100 mM EDC and quantied the corresponding anhydride
product concentration by means of high-performance liquid
chromatography (HPLC). When we fueled 50 mM precursor

with 100 mM EDC, we found that the precursor is immediately
converted to roughly 25 mM of the product and, aer the
depletion of the fuel, degraded rapidly with a rst-order decay
within 24 minutes (Fig. 1D). Next, we fueled 50 mM of
competitor 1 with 100 mM EDC and observed a similar yield
and lifetime (Fig. 1E). In contrast, under the same conditions,
fueling competitor 2 resulted in 45 mM anhydride product
which lasted for over an hour (Fig. 1F). We explain the increased
yield and lifetime of the droplet-forming anhydride product of
competitor 2 by a previously described self-protection mecha-
nism, i.e., the phase separated anhydride product is shielded
from water and thus protected from hydrolysis.9,20,53 Conse-
quently, hydrolysis occurs only on the anhydride molecules in
solution which we refer to as the outside equilibrium concen-
tration of the anhydride product (cout). The hydrolysis rate can
then be calculated by r ¼ kdcout, where kd is the hydrolysis rate
constant. Since both kd and cout are constant, the effective
hydrolysis rate is constant leading to a linear decay of the total
anhydride product concentration when all fuel is consumed.
Indeed, when using this equation in a theoretical kinetic model,
we can accurately predict the concentration of fuel, succinate
derivative and anhydride product for all three chemical reaction
cycles (solid lines in Fig. 1D–F).

We tested how the kinetics of the reaction cycles are affected
when the precursor competes with either competitor 1 or
competitor 2 for fuel. We were particularly interested in how the
anhydride products inuence each other's activation and
deactivation reactions and thereby determine their lifetimes.
When we mixed equal concentrations of the precursor with

Fig. 1 The design of chemically fueled reaction cycles. (A) The
chemically fueled reaction cycle used in this work. Succinate deriva-
tives are converted into their corresponding transient anhydrides. (B)
Molecular structures of the precursor, competitor 1, and competitor 2.
The cycle column shows a schematic representation of the cycle with
the succinate derivative as an open circle and the anhydride as a closed
circle. Competitor 2 can form droplets. (C) Confocal microscopy of
50 mM competitor 2 fueled with 100 mM EDC. The corresponding
anhydride product phase-separates into micron-sized oil droplets.
(D–F) The anhydride product concentration profile of 50 mM
precursor (D), competitor 1 (E), and competitor 2 (F) fueled with
100 mM EDC. Markers represent HPLC data; solid lines represent data
calculated using the theoretical kinetic model.

Fig. 2 Competition between reaction cycles for a shared fuel. (A) The
anhydride concentration profiles when 50 mM precursor (red) and
50 mM competitor 1 (green) compete for 100mM fuel. (B) The lifetime
of the product against the concentration of competitor 1. The lifetime
decreases with increasing competition. (C) Schematic representation
of the hydrolysis of anhydrides in the experiment in (A). (D) The
anhydride concentration profiles when 50 mM precursor (red) and
50 mM competitor 2 (blue) compete for 100 mM fuel. (E) The lifetime
of the product against the concentration of competitor 2 (red). Using
the theoretical kinetic model, we show that for the same system, but in
the absence of co-phase separation, the lifetime decreases (gray line).
(F) Schematic representation of the hydrolysis of anhydrides in the
presence of droplets. Markers represent HPLC data; solid lines
represent data calculated using the theoretical kinetic model.

© 2021 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2021, 12, 7554–7560 | 7555
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competitor 1 and fueled with 100 mM EDC, we found lower
yields and shorter reaction cycles for each of the anhydrides
compared to their respective non-competing reaction cycles
(Fig. 2A versus Fig. 1D and E). In order to quantify this effect, we
measured the lifetime of the product as a function of compet-
itor 1 concentration, keeping the precursor concentration xed
at 50 mM (Fig. 2B). The lifetime is dened as the time period
during which the average product concentration exceeds
a chosen threshold of 2 mM (see ESI Section 4† for a discussion
on the robustness of the results for different threshold values).
Briey, the threshold concentration of 2 mM was chosen as it is
equal to the cout of competitor 2 which means that droplets
dissolve below this threshold. Moreover, the threshold value is
not in the tailing regime of the exponential decay of the anhy-
drides allowing to capture the effects of phase separation on
product lifetime (ESI Fig. 11†). We nd that the lifetime
decreases with increasing the concentration of competitor 1,
given the fact that the precursor and competitor 1 now have less
fuel at their disposal compared to their corresponding non-
competing reaction cycles (ESI Fig. 7†). The anhydrides of
both reaction cycles are present side by side and hydrolyze in
the aqueous media (Fig. 2C). In summary, both reaction cycles
suffer from the competition for fuel.

The relation between the lifetime and amount of competitor
was very different when the precursor competed with compet-
itor 2, which can phase-separate. Despite the competition for
fuel, the lifetime of the product increased with increasing
competitor 2 concentration (Fig. 2D and E). When 50 mM of
competitor 2 was added, the lifetime of the product increased to
43 minutes and the decay suddenly differed from the previously
observed rst-order decay (Fig. 2D). The increased lifetime is
particularly surprising considering that the maximum yield of
the product decreased from roughly 25 mM to 10 mM when
competitor 2 was added (Fig. 1D versus Fig. 2D). In contrast, the
lifetime of the product of competitor 2 decreased from 77
minutes when on its own to 43 minutes when competing with
the precursor for fuel (Fig. 1F versus Fig. 2D). Moreover, we
found that the maximum yield of the product of competitor 2
decreased from roughly 45 mM to 35 mM when competing with
the precursor for fuel. In summary, the product of competitor 2
suffers whilst the product benets from the competition for fuel
between the reaction cycles. Interestingly, both anhydrides had
the same lifetime indicating a coupling between the two reac-
tion cycles. When we further increased the concentration of
competitor 2 while xing the precursor concentration, thelife-
time of the product increased even further (Fig. 2E and ESI
Fig. 9†). We hypothesize that the counterintuitive behavior is
related to the ability of the product to co-phase separate with the
product of competitor 2. Thus, the product benets from the
self-protection mechanism of the droplets formed by the
product of competitor 2 (Fig. 2F). In other words, co-phase
separation decreases the concentration of the product in the
aqueous phase and thereby its deactivation rate.

We investigated the composition of the oil phase during the
reaction cycle by centrifugation and HPLC. We found that the
product is indeed part of the oil phase (ESI Fig. 13A–C†).
Moreover, when we increased the concentration of competitor

2, we found that the composition of the oil phase changed,
which suggests that the composition of the oil phase is dictated
by the two reaction cycles. We also measured the composition of
the aqueous phase aer 16 minutes in the reaction for various
competitor 2 concentrations (ESI Fig. 2A and B†). Assuming that
the system is close to local phase separation equilibrium (see
ESI Section 2† for an estimate supporting this assumption), the
concentrations of the anhydrides in the aqueous phase are
approximately equal to their outside equilibrium concentration
cout. We found an almost constant cout of roughly 2 mM for the
anhydride product of competitor 2 in the presence or absence of
the precursor (ESI Fig. 2A†). In other words, the cout of the
product of competitor 2 was hardly affected by the presence of
the product. In contrast, we found that the cout of the product
decreased drastically, ranging from roughly 28 mM without
competition to 0.6 mM with 125 mM concentration of
competitor 2 (ESI Fig. 2B†).

The results described above suggest that co-phase separation
takes place and that co-phase separation protects both anhy-
dride products from hydrolysis. Thus, the product of competitor
2 serves as a host for the product and protects it from
hydrolysis-driven deactivation. We assumed that competition
affects the co-phase separation as it results in an increased total
droplet volume and a decreased hydrolysis rate of the product
(Fig. 3A). To understand the full implications of this relation, we

Fig. 3 Mechanism of co-phase separation and increased lifetime. (A)
Schematic representation of how increasing concentration of
competitor 2 affects co-phase separation and thereby the hydrolysis
rate of the product. (B) Ternary phase diagram depicting the equilib-
rium concentrations of the product and the product of competitor 2.
The circles correspond to the experimental data and the solid lines
represent the theoretical binodal and tie lines. The dashed black lines
represent the experimental tie lines. (C) The trace of total concen-
trations of product and product of competitor 2 in the phase diagram
during the reaction cycle when 50 mM precursor and 50 mM
competitor 2 compete for 100 mM fuel. The arrows depict the
direction in which the total concentrations move with time. Markers
represent HPLC data; solid lines represent data calculated using the
theoretical kinetic model. (D) The outside equilibrium concentration
cout of the product over time for 50mM and 125mM competitor 2. The
course of the cout of the product is dictated by the shape of the orbital
in the phase diagram and the tie lines it crosses. The stars denote the
point of dissolution of the droplets.
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derived a model that accounts for the interplay between the
chemical reaction kinetics and the physics of phase separation.
The latter is determined by the phase diagram of the co-phase
separating anhydride components (Fig. 3B and C). Since diffu-
sion is fast compared to the hydrolysis of both anhydrides,
changes in their total concentrations due to chemical reactions
are slow enough such that phase separation can equilibrate
quasi-instantaneously (see ESI Section 2†). Thus, the non-
equilibrium chemical kinetics changes the average product
concentrations leading to an orbit in the equilibrium phase
diagram.

To determine the phase diagram in the experimental system,
we measured the total anhydride concentrations at 16 minutes
into the cycle and subtracted the previously determined
concentrations in the aqueous phase to nd the amount of each
anhydride in the oil droplets (Fig. 3B and ESI Fig. 2A–C, see ESI
Tables 4 and 5† and Methods). Together with the molecular
volumes, we can thus calculate the concentrations of both
anhydrides in the oil phase. In other words, for each set of total
anhydride concentrations in the system corresponding to
different initial competitor 2 concentrations, we calculated the
anhydride concentrations in the aqueous phase and the oil
phase (Fig. 3B, markers on the orange and dark red line,
respectively). The measured concentrations which correspond
to the coexisting phases in the phase diagram can be connected
by tie lines (Fig. 3B, dashed lines between the orange and dark
red line). We tted the ternary Flory–Huggins model to the
experimentally determined values.54 We found good agreement
between the experimentally measured tie lines and the theo-
retically calculated ones (Fig. 3B). The theoretical phase
diagram also interpolated between the experimentally
measured data points. With this interpolation, we could deter-
mine the anhydride concentrations inside and outside of the
droplets (oil phase) for any total concentration of anhydrides. As
an example, when the total concentrations in the system were
measured to be 1 mM product and 10 mM product of compet-
itor 2, the tie line connects to concentrations of the anhydrides
in the aqueous phase of 0.5 mM of product and 2 mM of the
product of competitor 2 (Fig. 3B, red marker). In other words,
under these conditions, roughly half of the product was pro-
tected. The phase diagram also showed that if the total
concentration of product of competitor 2 increased (total
concentration of product remaining constant at 1 mM), the
system shied to another tie line, and the cout of the product
decreased further (Fig. 3B, blue marker).

In the following, we extend the previously described kinetic
model for two competing reaction cycles53 and account for the
physics of co-phase separation characterized by the phase
diagram. The kinetic model determines the time-dependent
concentrations of fuel, succinate derivatives and anhydride
products at each second of the reaction cycle via a set of ve
differential equations. The extended kinetic model in addition
takes into account the concentrations in the aqueous phase and
the oil phase and considers that activation and deactivation
only take place in the aqueous phase. Solving the underlying
kinetic equations of the extended model, we found that the
calculated data was in good agreement with the concentrations

measured by HPLC (Fig. 2D and ESI Fig. 2†). The model also
allowed to represent the theoretical data and the HPLC data as
points along orbits in the phase diagram (Fig. 3C). Each data
point on such an orbit can be decomposed into concentrations
of the anhydrides in the aqueous and in the oil phase. If an orbit
lies parallel to a tie line, the anhydride concentrations in the
aqueous phase remain almost constant over time. This implies
that both anhydrides hydrolyze via kinetics close to zeroth-order
as long as droplets are present. However, if the orbit evolves
through several tie lines, the product concentration in the
aqueous phase changes with time. In other words, the cout of the
product of competitor 2 in the aqueous phase barely changes
and is independent of the shape of the orbit, i.e., hydrolysis
occurs via zeroth-order kinetics with or without the product.

In contrast, the cout of the product changed drastically with
the amount of competitor 2, and its time-dependent evolution
depends on the shape of the orbit through the phase diagram.
The extended kinetic model allowed us to calculate the outside
equilibrium concentration cout of the product as a function of
time for different competitor 2 concentrations (Fig. 3D). For low
concentration of competitor 2, the cout of the product varied
drastically from roughly 5 mM to 0.7 mM over the course of the
reaction cycle. In contrast, for high concentration of competitor
2, the cout varied only from roughly 2 mM to 0.5 mM. In
summary, we showed that the shape of the orbit is inuenced by
the amount of competitor 2, i.e., themore competitor is present,
the more parallel the orbits are oriented with respect to the tie
lines (ESI Fig. 14A–F†). However, due to adding fuel only at the
beginning of the kinetics, all systems show a single orbit that

Fig. 4 Co-phase separation facilitates the survival of the product in
repetitive fueling starvation experiments. (A and B) Schematic repre-
sentation of the precursor in periodic fueling and starvation periods
without (A) and with (B) competitor 2. (C) 50 mM precursor fueled with
an amplitude of 60 mM every 30 minutes. (D) 50 mM precursor and
100 mM competitor 2 fueled with an amplitude of 60 mM every 30
minutes. Markers represent HPLC data; solid lines represent data
calculated using the theoretical kineticmodel. (E) Calculation using the
theoretical kinetic model of long-time kinetics of the reaction cycle of
the experiments in (C) and (D). The gray and red dashed lines represent
the mean concentrations achieved at pseudo steady state without and
with co-phase separation, respectively. Inset shows the first three
refueling steps. Note that the oscillations around the pseudo steady
state concentration are severely damped with co-phase separation.

© 2021 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2021, 12, 7554–7560 | 7557
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enters and leaves the domain of co-phase separation in the
phase diagram.

We tested how co-phase separation is affected when the
system is subject to periodic fueling and starvation periods. We
chose the amount of fuel and fueling frequency such that the
product is depleted during each starvation period (Fig. 4A). We
hypothesize that competition with competitor 2 under the exact
same conditions let the product survive starvation (Fig. 4B).
Indeed, when we periodically fueled 50 mM precursor every 30
minutes with 60 mM of fuel, we found that the corresponding
product completely hydrolyzed aer each starvation period
(Fig. 4C). In contrast, when we periodically fueled 50 mM
precursor and 100 mM competitor 2 with the same amplitude
and frequency, we observed that co-phase separation protected
the product from hydrolysis and thereby helped it to survive
starvation (Fig. 4D and ESI Fig. 15A†). Despite the competition
and lower anhydride yield, the survival of the product during
the starvation period resulted in a drastically increased yield
over fueling and starvation periods compared to a system
without competitor 2 which did not show an increased yield. We
used our theoretical kinetic model to calculate the response of
the system to hundreds of cycles (Fig. 4E and ESI Fig. 15B–D†).
We found that co-phase separation of the product with the
anhydride product of competitor 2 resulted in a pseudo-steady
state of the product in which the concentration oscillated
around roughly 27 mM (red dashed line in Fig. 4E). In contrast,
in the absence of competitor 2, the product oscillated around
a mean concentration of roughly 6 mM and did not show any
increase in concentration over time (gray solid line in Fig. 4E).
These observations support the idea that the product of
competitor 2 acts as a host and that the product of the precursor
thus survives longer, benetting like a parasite.

Besides the anticipated result of survival in the presence of
a host, we found a surprising new behavior, i.e., we observed
that the oscillation in the concentrations in pseudo steady state
due to fueling and starvation was dependent on the amount of
competitor in the system (Fig. 4E). Specically, in the rst
experiment, the concentration oscillated between a maximum
of 18 mM and a minimum of 0 mM, i.e., the concentration
variation isD¼ 18mM (Fig. 4C and gray solid line in Fig. 4E). In
the experiment with competitor 2, this D had drastically
decreased to just 3 mM when pseudo steady state was reached
(red solid line in Fig. 4E). The concentration variation D was
quantied by the theoretical kinetic model for increasing
competitor 2 concentrations and tended to decrease (Fig. 4E
and ESI Fig. 16†). In other words, co-phase separation protects
the products from hydrolysis and buffers against fuel-driven
oscillations. A reminiscent observation was recently reported
in a population of Hela cells where phase separation was shown
to buffer different expression levels.55

Conclusions
In general, when metabolic reaction cycles compete for
a common nutrient, both suffer because they need to share
a common, scarce resource. In this work, we found a surprising
behavior where competition can increase the success of one of

the precursors, i.e., it can survive longer or show reduced
concentration oscillations in the presence of oscillatory fueling.
The reason for this success relies on co-phase separation as
a mechanism where droplets composed of both anhydrides
create a protective environment. This behavior shows analogies
to parasitic behavior in biology. The parasite competes with the
host for resources and thereby decreases the lifetime of the
host. Furthermore, the parasite exploits the protective envi-
ronment of the host which increases its lifetime. This property
could be crucial for the control of downstream chemical reac-
tions of the competitors. Our results demonstrate that parasitic
behavior can already emerge in a simple non-equilibrium
system that can phase separate and is controlled by fuel-
driven chemical reaction cycles. Our understanding of the
underlying mechanism can be a step toward the design of more
complex, synthetic life-like systems. In the future, we will
explore how co-phase separation affects the selection of a large
number of chemically active molecules.

Materials and methods
Materials

We purchased (E/Z)-2-buten-1-ylsuccinic anhydride (product)
and (E/Z)-2-hexenyl-1-ylsuccinic anhydride (product of compet-
itor 2) from TCI chemicals. Succinic acid (competitor 1), suc-
cinic anhydride (product of competitor 1), Nile Red, 1-ethyl-3-(3
dimethyl-aminopropyl)carbodiimide hydrochloride (EDC), tri-
uoroacetic acid (TFA) and 2-(N-morpholino)ethane sulfonic
acid (MES buffer) were purchased from Sigma-Aldrich. All
chemicals were used without any further purication unless
otherwise indicated. High performance liquid chromatography
(HPLC) grade acetonitrile (ACN) was purchased from VWR.

Synthesis of the succinate precursors

(E/Z)-2-Buten-1-yl-succinic anhydride (product) and (E/Z)-2-
hexenyl-1-ylsuccinic anhydride (product of competitor 2) were
dispersed in 30 mL MQ water and stirred for 3 days. Subse-
quently, the reaction mixture was freeze-dried, and the corre-
sponding succinates (precursor and competitor 2) were stored
at "20 #C until further usage.

HPLC

We used a ThermoFisher Dionex Ultimate 3000 analytical HPLC
with a Hypersil Gold 250$ 4.6 mm C18 column (5 mmpore size)
to monitor the concentration proles of each reactant of the
chemical reaction network. We prepared 1.0 mL samples
according to the sample preparation protocol described above
into a screw cap HPLC vial. Samples were injected directly from
the HPLC vial without any further dilution. We injected 25 mL
for the detection of the succinates and anhydrides and 1 mL for
the detection of EDC. We used a UV/Vis detector at 220 nm for
the detection. A linear gradient of MQ water : ACN with 0.1%
TFA was used to separate the compounds. We used a linear
gradient from 98 : 2 to 2 : 98 in 10 minutes followed by 2
minutes at 2 : 98 for the separation. The column was equili-
brated for 2 minutes aer each gradient. We performed
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calibration curves of the compounds in triplicates. Calibration
values and retention times are given in ESI Tables S1 and S2.†

Confocal uorescence microscopy

We imaged the droplets using a Leica SP8 confocal microscope
with a 63! oil immersion objective. Samples were prepared as
described above but with 0.1 mM Nile Red added before EDC
addition. We added 5 mL sample to a silicon grease reservoir on
a PEG-coated glass slide covered with a 12 mm diameter
coverslip. The samples were excited with a 543 nm laser and
imaged at 580–700 nm.

Droplet composition experiments

We prepared 5 mL samples as described above to guarantee
a sufficient droplet phase volume aer centrifugation. Aer the
depletion of the fuel, the reaction mixture was centrifuged at
4 "C for 3 minutes (rpm ¼ 5000). We used an Eppendorf pipette
to take a 1 mL sample of the droplet pellet which we diluted in
200 mL ACN in a HPLC screw cap vial. We analyzed the ratio of
product to product of competitor 2 with HPLC.

Supernatant composition experiments

We prepared 1 mL samples as described above in 1.5 mL
Eppendorf reaction vessels. Aer 16 minutes, the samples were
centrifuged at 25 "C for 1 minute (rpm ¼ 13 500). We directly
analyzed the concentrations of the corresponding anhydrides in
the supernatant of the sample with HPLC (see ESI Tables S4 and
S5†).

Calculation of respective concentrations inside the droplets

We calculated the corresponding anhydride concentrations
inside the droplets using the relation nI ¼ ntotal $ nII and their
molecular volumes, respectively (see ESI Tables S3, S5–S7†). The
superscripts I and II represent the droplet phase and aqueous
bulk phase, respectively. The total volume of the droplets is
represented as VI.
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6. Chemically Fueled Materials with a Self-
Immolative Mechanism: Transient Materials 
with a Fast On/Off Response 

Abstract. In this work, we wanted to demonstrate that feedback offers new ways to control 

materials. We designed an opposing feedback mechanism that counteracts the negative 

feedback mechanism of phase-separated anhydride oil droplets described in Chapter 3 and 

Chapter 5 to rapidly dissolve them above a certain threshold. We found that the surfactant 

precursor can form micelles above its CMC and rapidly dissolute the emulsion. The micelles 

accelerate the hydrolysis rate, resulting in the release of more surfactant precursor, which 

further accelerates the hydrolysis rate, i.e., a self-immolation mechanism. In contrast to 

common self-immolative materials, which require the addition of an external trigger to initiate 

their degradation, we designed the system such that the trigger for self-immolation is released 

in-situ by the reaction cycle. This mechanism offered precise control over the material 

properties and enabled us to significantly improve its off-response, i.e., the time the material 

requires to switch off. We showcase our findings with applications of the self-immolative 

emulsion as a self-expiring ticket and a drug delivery platform with a unique linear-then-burst 

release profile. We believe that these preliminary results could serve as a basis for developing 

more sophisticated, life-like materials. 

  



Chemically Fueled Materials with a Self-Immolative Mechanism: Transient Materials 
with a Fast On/Off Response 
 

- 66 - 
 

This work has been published: 

 

Title: Chemically fueled materials with a self-immolative mechanism: transient 
materials with a fast on/off response  

 
Authors: Patrick S. Schwarz, Laura Tebcharani, Julian E. Heger, Peter Müller-

Buschbaum, Job Boekhoven 

First published: 21. June 2021 

Journal:  Chem. Sci., 2021, 12, 9969-9976. 

Publisher:  Royal Society of Chemistry 

DOI:   10.1039/D1SC02561A 
 

Reprinted with permission from Chem. Sci. 2021. Copyright 2021 Royal Society of Chemistry. 

 

This section states the individual work of each author in the publication above. P. S. Schwarz, 
J. Boekhoven and P. Müller-Buschbaum designed the experiments. P. S. Schwarz, L. Tebcha-
rani and J. E. Heger performed the experiments. P. S. Schwarz and J. Boekhoven wrote the 
manuscript. All authors have given approval to the final version of the manuscript.  

  



Chemically Fueled Materials with a Self-Immolative Mechanism: Transient Materials 
with a Fast On/Off Response 
 

- 67 - 
 

 

  

Chemically fueled materials with a self-immolative
mechanism: transient materials with a fast on/off
response†

Patrick S. Schwarz,a Laura Tebcharani,a Julian E. Heger, b Peter Müller-
Buschbaum bc and Job Boekhoven *ad

There is an increasing demand for transient materials with a predefined lifetime like self-erasing temporary

electronic circuits or transient biomedical implants. Chemically fueled materials are an example of such

materials; they emerge in response to chemical fuel, and autonomously decay as they deplete it.

However, these materials suffer from a slow, typically first order decay profile. That means that over the

course of the material's lifetime, its properties continuously change until it is fully decayed. Materials that

have a sharp on–off response are self-immolative ones. These degrade rapidly after an external trigger

through a self-amplifying decay mechanism. However, self-immolative materials are not autonomous;

they require a trigger. We introduce here materials with the best of both, i.e., materials based on

chemically fueled emulsions that are also self-immolative. The material has a lifetime that can be

predefined, after which it autonomously and rapidly degrades. We showcase the new material class with

self-expiring labels and drug-delivery platforms with a controllable burst-release.

Introduction
Transient materials retain their function over a dened period
and dissolve or resorb when their task is fullled.1 They are
particularly powerful in medicine, i.e., as a scaffold that aids the
body to regenerate lost tissue or as a delivery system for thera-
peutics.2 They have also gained popularity in electronics as
temporary circuits that disintegrate aer a predened time.1,3

These materials degrade by a range of structure-dependent
biodegradation processes.4 A different approach for the gener-
ation and degradation of transient materials is through chem-
ically fueled materials. These materials are regulated by a fuel-
driven chemical reaction cycle, i.e., in the cycle, building blocks
for the materials are activated at the expense of chemical fuel,
and the building blocks spontaneously deactivate. When a nite
amount of fuel is added to such a system, a material emerges,
and it autonomously decays when it runs out of fuel.5 The
building blocks of these materials are typically self-assembling
molecules and yield supramolecular materials like bers,6

vesicles,7 micelles,8 colloids,9 oil-or coacervate based droplets,10

nanoparticles,11 hybridized DNA12 and others. We and others
applied chemically fueled assemblies as transient materials,
e.g., as self-erasing inks,6c,13 drug delivery platforms,10d solutions
containing macrocycles,14 transient hydrogels,6a–c,12a,15 supra-
molecular polymers,16 transient emulsions,10a–d transient
photonics17 and temporary nanoreactors.7c,8a,18 These fuel-
driven supramolecular materials, but also other approaches
towards transient materials, typically decay via rst- or zeroth-
order kinetics. The material and its properties will thus decay
over its entire lifetime (Scheme 1A). Such a constant decay
prole can be disadvantageous for applications that require
a fast on-off response, i.e., materials in which the period of

Scheme 1 Schematic representations of a chemically fueled material
(A), a self-immolative material (B), and a combined material (C) with
their respective evolutions of material properties.
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switching off is only a fraction of the total lifetime of the
material. For example, a transient electronic circuit that is
operational for its entire lifetime and then rapidly dissolves is
more useful than one that decays gradually aer its emergence.
Similarly, it would be desirable that self-degrading packaging
retains its material properties and rapidly decays when its life-
time is over.

Self-immolation partly addresses this challenge by making
use of a self-amplifying decay mechanism which found wide-
spread application in hydrogels,19 drug delivery,20 antibiotics,21

uorescent labels,22 temporary linkers,23 microcapsules and
membranes,24 degradable plastics,25 sensors26 and responsive
polymers.27 However, self-immolative materials do not decay
autonomously but instead require an external trigger that
initiates the self-amplifying cascade (Scheme 1B).

In this work, we thus explore materials that make use of the
best of both: we describe the synthesis of chemically fueled
materials with self-amplifying decay mechanisms to accelerate
their off-response (Scheme 1C). We make use of two simulta-
neously operating feedback mechanisms of the material on its
regulatory kinetics: one feedback mechanism ensures that the
material decays slowly with linear kinetics, while a second
feedback mechanism ensures a rapid autocatalytic decay once
a threshold level is reached. In contrast to self-immolative
materials, the trigger for the degradation is released in situ by
the reaction cycle. In other words, the addition of a trigger is not
necessary as the autocatalytic decay occurs as soon as the in situ
release of the trigger reaches the aforementioned threshold.
The result is a set of materials, turbid emulsions, self-erasing
labels, and drug-releasing hydrogels that autonomously decay
aer their lifetime with a very fast, autocatalytic response.
Specically, the decay time is less than 10% of the total mate-
rial's lifetime.

Results and discussion
The basis of our autonomous self-immolative material is
a transient emulsion formed by a chemically fueled reaction
cycle (Fig. 1A). The reaction cycle uses a condensing agent (1-
ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride
(EDC or fuel) as a chemical fuel to convert the 2-decen-1-yl-
succinate (precursor) into its corresponding anhydride (activa-
tion reaction). The anhydride is unstable in the aqueous media
and hydrolyzes back to the precursor (deactivation reaction).
Thus, when a nite amount of fuel is added, the anhydride
emerges and decays again as fuel is depleted. Above its solu-
bility, the anhydride phase separates into micron-sized oil
droplets, which results in the formation of a turbid emulsion
(see ESI, Fig. 1†).10a,10b,10d As the anhydride deactivates, the total
droplet material does too, resulting in a decrease in turbidity
until a transparent solution is obtained (Fig. 1B). Thus, the loss
of turbidity can serve as a measure for the state of the material.
The anhydride hydrolysis proceeds with a characteristic zeroth-
order decay because the droplets protect the anhydride mole-
cules from hydrolysis.9,10d Consequently, hydrolysis only occurs
on the fraction in solution, which is constant and equal to the
anhydride's solubility.

When we added 2 mM EDC to 7.5 mM precursor, the solu-
tion immediately turned turbid (Fig. 1C). Over the course of
roughly 400 min, the turbidity of the emulsion decreased
continuously, which we quantied by measuring the grey value
of the time-lapsed photographs in selected areas and found
a characteristic constant decay of the emulsion's turbidity
(Fig. 1D). We considered the material as “turbid” above a grey
value of 0.8 and “optically clear” below 0.1. Using this deni-
tion, we could calculate that the material spends roughly
205 min transitioning from turbid to optically clear. We refer to
this value as the “off-response,” i.e., the time it takes to switch
off the material.

In order to obtain a sharper off-response, like self-
immolative materials, we tested whether the addition of an
external trigger could induce the degradation of the material
(Fig. 1E). We hypothesized that the addition of a surfactant
could increase the solubility of the anhydride and thereby
accelerate its deactivation through hydrolysis.28 For common
and inverse micelles, a micelle-catalyzed formation of micelle-
forming components results in an autopoietic micellar
system, i.e., the micelles catalyze the formation of their own
building blocks.29 Analogously, we hypothesized that the
precursor at high concentrations could act as a surfactant that
forms micelles and helps to dissolve the anhydride which
accelerates the hydrolysis and results in the release of more

Fig. 1 Triggered self-immolation of a chemically fueled, active
emulsion. (A) Schematic representation of a chemically fueled reaction
cycle based on 2-decen-1-ylsuccinic acid as precursor and EDC as
chemical fuel. (B) Schematic representation of the temporal course of
a chemically fueled emulsion. (C) Webcam images of 7.5 mM
precursor fueled with 2 mM EDC. (D) Grey-value analysis of 7.5 mM
precursor fueled with 2 mM EDC. (E) Schematic representation of the
temporal course a self-immolative emulsion that rapidly degrades in
response to the addition of the surfactant precursor as an external
trigger. (F) Webcam images of 7.5mMprecursor fueledwith 2mMEDC
and triggered with 20 mM precursor after 100 min. (G) Grey-value
analysis of 7.5 mM precursor fueled with 2 mM EDC and triggered with
20 mM precursor after 100 min.

9970 | Chem. Sci., 2021, 12, 9969–9976 © 2021 The Author(s). Published by the Royal Society of Chemistry
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surfactant. Indeed, by means of Nile Red assay and DLS
measurements, we found that the precursor could form
micelles of roughly 7 nm in diameter in the absence of oil
droplets above a critical micelle concentration of roughly 1 mM
(CMC, see ESI, Fig. 2 and 3†). A CMC typically increases in the
presence of oil droplets as the surfactant rst saturates the
surface of the droplets before forming micelles.30 Thus, we also
measured indirectly the CMC in the presence of oil droplets.
Indeed, we found a CMC of roughly 11 mM precursor when
samples were fueled with 2mMEDC (see ESI, Fig. 4 and notes†).
We hypothesized that the addition of precursor as an external
trigger could result in an increase in the anhydride solubility.
That increase would accelerate the hydrolysis that further
releases precursor, which is the basis of a self-immolative
cascade. To prove whether the precursor can be used as an
external trigger, we fueled 7.5 mM precursor with 2 mM EDC
and added a concentrated solution of precursor aer 100 min
(Fig. 1F). In contrast to the experiment without the addition of
a trigger, we observed that the emulsion almost immediately
turned transparent. We quantied the self-immolation by
measuring the grey values of a selected area in the images and
calculated an off-response of 2 min (Fig. 1G). From these nd-
ings, we conclude that the excess of precursor can formmicelles
that solublize the anhydride oil resulting in its rapid hydrolysis.
Thus, the addition of excess of precursor can serve as a trigger
for self-immolation.

As the trigger for self-immolation of the emulsion is also
produced by the deactivation reaction of the reaction cycle, we
tested if we could design it such that the trigger is generated in
situ (Fig. 2A). In our design, we start with a solution of precursor
above its CMC, i.e., a micellar precursor solution. To this solu-
tion, we add fuel to induce droplet formation. As the micelle-

forming precursor is partly convertered into droplet-forming
product, the micellar solution turns into a turbid emulsion
without micelles. As the deactivation of the anhydride proceeds,
the concentration of the precursor in the solution with droplets
increases until it reaches the CMC of roughly 11 mM. At that
point, the micelles will reappear and act as an in situ generated
trigger for the solubilization of the emulsion.

Indeed, when we fueled 20 mM precursor with 9 mM EDC,
the turbidity remained mostly constant, but, aer 400 min,
suddenly and rapidly decreased (Fig. 2B). Quantication of the
grey value showed that the off-response took 10 min, which
equals only 2.5% of the total lifetime (Fig. 2C). In other words,
the emulsion retains its original properties 97.5% of the time,
and then it rapidly degrades.

To quantitatively understand the mechanisms at play, we
performed high-performance liquid chromatography (HPLC) of
our transient emulsions (7.5 mM precursor with 8 mM EDC)
and quantied the anhydride and EDC concentration proles
(Fig. 2D and ESI, Fig. 5†). Under these conditions, the precursor
is not able to form micelles when droplets are present. We
found that the anhydride concentration increased rapidly in the
rst 30 min at the expense of EDC, which is consumed within
the same timeframe. From there on, the anhydride concentra-
tion decayed linearly until no more anhydride was detected
aer roughly 1400 min. We can explain the linear decay of the
anhydride with a self-protection mechanism which was
described in previous work.9,10c In this mechanism, the anhy-
dride phase separates into droplets and is thereby physically
separated from the aqueous phase. Thus, hydrolysis can only
take place on the fraction that remains in the aqueous solution,
which results in a linear decay of the anhydride until all drop-
lets are dissolved. This relation implies that the decay rate of the
emulsion is dependent on the anhydride solubility, which is
constant. Indeed, we were able to t and accurately predict the
kinetics of our reaction cycle with a kinetic model that takes
into account this self-protection mechanism (see ESI, Fig. 6,
notes, and ESI, Table 2†).

When we fueled a solution of 20mMprecursor with the same
amount of fuel, i.e., a solution of precursor that contained
micelles, we found a similar rapid increase in anhydride
concentration until all fuel has been depleted (Fig. 2D, green
trace). Then, the anhydride concentration decays linearly,
which implies that the self-protection mechanism is also
present in this experiment. However, aer 300min, the negative
slope of the anhydride concentration as a function of time
started to increase and deviate from a linear decay. The accel-
eration of the hydrolysis rate kept on increasing until no more
anhydride was detected, pointing towards an autocatalytic
hydrolysis mechanism.

We explain the autocatalytic behavior by the following
mechanism. Before the addition of fuel, the solution of the
precursor contains micelles. The conversion of the precursor
into its corresponding anhydride decreases the precursor
concentration in solution to values below its CMC. Conse-
quently, shortly aer the addition of fuel, the solution contains
droplets and most likely no micelles. As the reaction cycle
proceeds, the anhydride concentration decays linearly, and thus

Fig. 2 Autonomous self-immolation based on an in situ trigger
release. (A) Schematic representation of an autonomous self-immo-
lative material. (B) Webcam images of 20 mM precursor fueled with
9 mM EDC. (C) Grey-value analysis of 20 mM precursor fueled with
9 mM EDC. (D) Anhydride concentration profiles of 7.5 mM (burgundy
red) and 20 mM precursor (green) fueled with 8 mM EDC. (E) Anhy-
dride concentration profile of 20 mM precursor fueled with different
amounts of EDC. Markers represent HPLC data; solid lines represent
data calculated by the kinetic model. (F) Lifetime of the turbidity
against initial fuel concentration (markers). The dashed line is added to
guide the eye.

© 2021 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2021, 12, 9969–9976 | 9971
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the concentration precursor increases vice versa. Aer 300 min,
the precursor reaches its CMC, andmicelles start to form, which
act as a phase-transfer catalyst and solubilize the anhydride
which signicantly increases the anhydride hydrolysis rate.
Similar to reported models of micellar phase-transfer catalysis,
it is likely that mixed micelles composed of precursor and
anhydride are formed.31 However, the hydrolysis reaction of the
anhydride does not occur at or in the micelles but in the bulk
solution.31,32 As the anhydride hydrolysis rate increases, the
concentration of micelles further increases, thereby further
accelerating the hydrolysis rate. This mechanism explains (1)
the sudden onset of acceleration of the hydrolysis and (2) the
ever-increasing hydrolysis rate due to autocatalysis.

To quantitatively verify our proposed mechanisms, we wrote
a kinetic model that describes the activation reaction, deacti-
vation reaction, and the self-protection mechanism, which is
activated when the anhydride passes its solubility of 0.025 mM
in the absence of micelles (see ESI, Fig. 6, Table 2 and notes†).
The model captures the evolution of the anhydride in the
absence of micelles very well. Then, we adjusted the kinetic
model to also describe the autocatalytic behavior. Autocatalytic
micellar systems have been well described with kinetic models
relying on classical micellar catalysis33 as well as on phase-
transfer catalysis.31,32,34 We found good agreement with the
experimental data using a phase-transfer catalysis model in
which micelles enable the insoluble anhydride the transition in
the aqueous phase. We observed that the autocatalytic decay
initiated when the concentration precursor reached a threshold
concentration of 16.5 mM, which we considered as the CMC of
the system under these conditions. Thus, in our kinetic model,
we described that above 16.5 mM, every additional precursor
molecule released by hydrolysis increases the solubility of the
anhydride. We found that we could t the data well by dening
an effective solubility (Seff) above the CMC. It is calculated based
on the constant solubility of the anhydride below the CMC (S0)
and increases as a function of the amount of precursor above
the CMC. This increase scales with a factor of 0.1, which we
refer to as the solubilization capacity (SC) of the surfactant
precursor. The effective solubility can then be calculated
following the equation Seff ¼ S0 + SC" ([precursor] # CMC) (see
ESI, notes†). For example, if the precursor concentration was
17.5 mM, i.e., 1 mM above its CMC, the effective anhydride
solubility increased from 0.025 mM to 0.125 mM. The increase
in solubility accelerates the hydrolysis, which again increases
the precursor release rate. The solubilization capacity SC ¼ 0.1
implies that roughly ten precursor molecules are used to solu-
bilize a molecule of anhydride. Our kinetic model calculated
that the maximum acceleration of the hydrolysis rate towards
the end of the self-immolation regime was 10-fold higher
compared to the chemically fueled material without self-
immolation (see ESI, Fig. 7†).

Excited by the accurate prediction of the data by our kinetic
model, we tested the system for different initial amounts of fuel,
i.e., 5–9 mM EDC (Fig. 2E). With an increasing amount of fuel,
the maximum anhydride concentration increased. The subse-
quent slope of the hydrolysis was nearly equal for all experi-
ments and we slightly adjusted our kinetic model by adjusting

the anhydride solubility S0 (see ESI, Table S3†). Interestingly,
the onset of the autocatalysis occurred at roughly the same
precursor threshold (16.5 mM) and resulted in the complete
hydrolysis of the anhydride within 20 min. The kinetic model
allowed us to accurately t the anhydride concentration proles
for different fuel concentrations, further validating the mech-
anism through micellar autocatalysis. Moreover, we demon-
strated the autocatalytic nature of the micelles by the addition
of different amounts of the precursor as a seed which resulted
in an earlier acceleration of the hydrolysis rate and shorter
lifetime (see ESI, Fig. 8†). We were able to tune the lifetime of
the cycle from 60 min up to 400 min (Fig. 2E), and we found that
the lifetime of the turbidity scaled linearly with the initial fuel
concentration (Fig. 2F and ESI, Fig. 9†).

The quantitative understanding of the mechanism allowed
us to test the autonomous self-immolative emulsion in two
materials. First, we designed a transient label that self-erased
aer fueling it (Fig. 3A). For the chemically fueled label
without self-immolation, we embedded 7.5 mM precursor in
a 15% polyacrylamide hydrogel and used a spray gun to coat
these gels with 200 mL of a 3 M EDC stock solution. Upon spray-
coating, the hydrogel became turbid, indicating that the drop-
lets emerged in the polymer hydrogel. Thus, we imaged the
evolution of the turbidity using a webcam set-up (Fig. 3B). We
observed that the turbidity of the gel constantly decreased, and
the label became transparent aer roughly 900 min (Fig. 3B). To
implement the self-immolation mechanism in the label, we
increased the precursor concentration to 35 mM. When we
fueled this label, we observed that it remained turbid for
roughly 1100 min, aer which the turbidity suddenly dis-
appeared from one edge to the other, and the label became

Fig. 3 Self-immolative emulsion embedded in a polyacrylamide gel
and its application as a self-expiring label. (A) Schematic representation
of a self-immolative emulsion immobilized in a polyacrylamide (PAA)
hydrogel. (B) Time-evolution of 15% PAA hydrogels containing 7.5 mM
and 35 mM precursor spray-coated with 200 mL of a 3 M EDC stock
solution. Rectangles in the first images represent the region of interest
(ROI) considered for the grey value analysis. Grey value analysis of (C)
7.5 mM and (D) 35 mM precursor in 15% PAA hydrogels.

9972 | Chem. Sci., 2021, 12, 9969–9976 © 2021 The Author(s). Published by the Royal Society of Chemistry

Chemical Science Edge Article

O
pe

n 
A

cc
es

s A
rti

cl
e.

 P
ub

lis
he

d 
on

 2
1 

Ju
ne

 2
02

1.
 D

ow
nl

oa
de

d 
on

 1
2/

13
/2

02
1 

9:
00

:0
6 

A
M

. 
 T

hi
s a

rti
cl

e 
is 

lic
en

se
d 

un
de

r a
 C

re
at

iv
e 

Co
m

m
on

s A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
Li

ce
nc

e.

View Article Online



Chemically Fueled Materials with a Self-Immolative Mechanism: Transient Materials 
with a Fast On/Off Response 
 

- 71 - 
 

 

  

transparent. We assumed that the deactivation from one side to
the other was caused by an inhomogeneous distribution of the
fuel on the surface of the gel, i.e., the turbidity in a region with
less fuel is expected to degrade earlier as micelles reappear
earlier. Grey value analysis of the turbidity validated that the
turbidity of the common chemically fueled label containing
7.5 mM precursor constantly decreased with an off-response of
765 min which, corresponds to roughly 70% of its lifetime
(Fig. 3C). In contrast, the combined material with the self-
immolation mechanism (35 mM precursor) was constantly
turbid for roughly 1100 min followed by a sharp decay with an
off-response of 230 min, which corresponds to a degradation
time of roughly 20% of its lifetime (Fig. 3D). From these nd-
ings, we can conclude that the self-immolation of the emulsion
by the formation of micelles remains function in a polymer
hydrogel. We observed that the self-immolation is slightly
slower, but the off-response still remains roughly 3.5-fold faster
than in a common chemically fueled material. Such materials
could nd application as self-expiring labels, e.g., an expiration
date for perishable food or as an entrance- or bus ticket.

Next, we tested whether our self-immolative materials could
be used to alter the prole of the release of hydrophobic drugs.
Emulsions are frequently used for the sustained release of
drugs, and we reported recently that droplets of a hydrolyzable
oil could release drugs with zeroth-order kinetics.10d In the self-
immolative system, we expected a similar linear release of the
drug followed by a sudden burst release when self-immolation
commences (Fig. 4A). We prepared the drug delivery platform
by embedding 15 mM anhydride droplets loaded with 25 mM of
the hydrophobic drug Nimesulide (a common nonsteroidal
anti-inammatory drug) in an agar–agar gel (see ESI, Fig. 10†).
To implement the self-immolation mechanism in the drug
delivery platform, we added 9 mM of the precursor to the
hydrogel and supernatant. Next, we measured the cumulative
drug release with analytical HPLC (Fig. 4B) which showed a drug

release with zero-order (linear) kinetics for the rst 300 min.
Aer 300 min, the trend suddenly accelerated, and the
remaining 45% of the drug was released over the course of
roughly 50 min. The triplicate measurement of the cumulative
drug release showed increased deviations in the burst release
regime (see ESI, Fig. 11† for the individual traces). We explain
this behavior by small concentration inaccuracies which
signicantly inuence the time of the burst release due to the
autocatalytic nature of the mechanism. Aer 350 min, the drug
concentration remained stable at an approximate cumulative
release of roughly 70%. We assumed that the time of the burst
release could be tuned by a variation of the initial precursor
concentration in the gel and supernatant. Indeed, we found that
an increase in the initial precursor concentration, e.g., from
9 mM to 11 mM, reduced the time of the burst release from
roughly 300 min to 125 min (see ESI, Fig. 12†). Moreover, we
found that the time of the burst release shows a linear depen-
dence on the initial precursor concentration (Fig. 4C). This
relation enables us to predict the timepoint of the burst release
for any initial precursor concentration using our kinetic model.
In summary, the designed drug delivery platform releases the
loaded hydrophobic drug following a unique constant-then-
burst mechanism which can be tuned by the amount of initial
precursor.

Conclusions
We demonstrated that self-immolation can be designed in
chemically fueled materials. The combined concepts result in
a new type of transient materials: autonomous self-immolative
materials, i.e., materials that are transient and switch them-
selves off autonomously through a rapid, self-amplifying
trigger. We showcase our nding with a transient emulsion
that is regulated through a reaction cycle. We designed it such
that the cycle releases a trigger for the self-immolation in situ.
Unlike other transient emulsions, the self-immolative mecha-
nism results in a very rapid off-response that we can accurately
control. We preliminarily demonstrated the use of our nding
as a self-expiring ticket and a drug delivery platform. In future
work, we will implement self-immolation mechanisms to
rapidly degrade other types of assemblies such as bers or
coacervate-based droplets. We envision that precise control over
the degradation of the material could be used to create complex
material behavior such as oscillations and patterns.

Materials and methods
Materials

2-Decen-1-ylsuccinic anhydride (anhydride) was purchased
from TCI chemicals. 1-Ethyl-3-(3-dimethylamino-propyl)
carbodiimide (EDC), 2-(N-morpholino)ethane-sulfonic acid
(MES buffer), triuoroacetic acid (TFA), Nimesulide, ammo-
nium persulfate (APS) and Nile Red were purchased from
Sigma-Aldrich. We purchased agar–agar, N,N0-methylene-bis-
acrylamide, tetramethylethylenediamine (TEMED) and acryl-
amide from Carl Roth. All chemicals were used without any
further purication unless otherwise indicated. High

Fig. 4 Self-immolative emulsion as drug delivery platform. (A) Sche-
matic representation of the temporal course of a self-immolative drug
delivery platform. (B) Cumulative drug release of 15 mM anhydride
droplets and 9 mM precursor embedded in an agar–agar gel. (C) Time
of burst release in dependence on initial precursor concentration in
the agar–agar gel. Measurements were performed in triplicates and
lines were added to guide the eye.

© 2021 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2021, 12, 9969–9976 | 9973
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performance liquid chromatography (HPLC) grade acetonitrile
(ACN) was purchased from VWR.

Synthesis of the succinate precursors

5 mL of 2-decen-1-ylsuccinic anhydride (anhydride) was sus-
pended in 30mLMQwater and stirred for 3 days. Subsequently,
the reaction mixture was freeze-dried and the corresponding 2-
decen-1-ylsuccinic acid (precursor) was stored at !20 "C until
further use.

Sample preparation

We prepared highly concentrated stock solutions of the acid
precursor in 0.2 M MES buffer and adjusted the pH to pH 6.0.
We used 35 mM, 20 mM and 7.5 mM stock solutions of the
precursor. Stock solutions of 1.0 M and 3.0 M EDC were
prepared freshly before each experiment by dissolving the
powder in MQ water. We prepared 5 mM stock solutions of
Nimesulide by dissolving the drug in acetonitrile. All stock
solutions were stored at 8 "C until further use. The reaction
cycles were started by the addition of the appropriate amount of
EDC stock solution to the precursor stock solution. All experi-
ments were performed at 25 "C.

Webcam set-up and quantication of turbidity

We used a webcam-setup with Timelapse soware to take
images of the substrates in a 5 min interval. We analyzed the
turbidity of the substrates using the grey value analysis tool of
ImageJ. The raw data of the grey values was normalized to 1 to
account for differences in the background and lighting. The
kinetics in cuvettes (see Fig. 1C, F and 2B) were performed in an
incubator at 25 "C to account for the temperature dependency
of the hydrolysis rate. The constant temperature allowed us to
precisely determine the lifetimes of turbidity (see Fig. 2F). The
imaging of the gels was performed at room temperature (see
Fig. 3B).

Polyacrylamide (PAA) gel preparation

We prepared a 7.5 mM and 35 mM precursor solution con-
taining 30% (29 : 1) acrylamide by dissolving 5.80 g acrylamide,
0.20 g N,N0-methylene-bis-acrylamide and the precursor
(38,43 mg and 179,32 mg, respectively) in 20mL of 200mMMES
buffer at pH 6. We diluted the stock solution with the appro-
priate precursor solution without acrylamide to a 15% aryla-
mide solution. The gels were prepared in Petri dishes (60 mm#
15 mm) which were plasma oxidized prior to hydrogel forma-
tion. We prepared 4 mL of the 15% acrylamide solution in the
Petri dish and started the hydrogel formation by the addition of
60 mL of a 10% ammonium persulfate (APS) solution in MQ
water and 8 mL tetramethylethylenediamine (TEMED). The
solution was mixed and heated for 10 minutes at 50 "C. The PAA
hydrogel was cooled to room temperature for 30 min. We cut
out hydrogel pieces with a scalpel, placed them in a Petri dish
(35 mm # 10 mm) and sealed with Paralm®. The gels were
prepared freshly before each experiment.

Spray deposition

Pulsed spray deposition of 200 mL of 3 M stock solutions of EDC
in MQ water was performed using the air atomizing nozzle
JAUCO D555000 (Spraying Systems Co.) The respective solutions
were sprayed on 15% PAA hydrogels containing different
concentrations of the precursor, which were placed in a Petri dish
(35 mm# 10 mm) at ambient temperature. Oil-free nitrogen was
used as a carrier gas with a constant pressure set to 0.5 bar. The
air atomizing nozzle was mounted on a custom-built spray coater
at a distance of roughly 13.5 cm to the PAA gels. A magnetic valve
of the type MEBH-5/2-1/8-B (Festo SE & Co. KG) was connected to
a microcontroller and controlled the pulsed spray deposition
with a periodicity of 50 ms spraying time followed by 450 ms of
waiting time. The spray cone provided by the nozzle covered
a circular area with a diameter of roughly 2.5 cm. In order to
obtain an improved homogeneous coverage of the PAA hydrogels,
the air atomizing nozzle was moved periodically within 1 cm by
the spray coater, which was controlled by a second micro-
controller. The obtained samples were sealed in closed Petri
dishes (35 mm # 10 mm) with Paralm® and analyzed by
a webcam set-up and subsequent grey value analysis.

Preparation of drug delivery platform

The drug-delivery emulsion was prepared by emulsifying the
anhydride (60 mM) in MES-buffer (pH 6, 200 mM) with 40 mL of
the drug stock solution and sonication for 2 min with a Branson
UltrasonicsTM SonierTM SFX250 at 25% in an ice bath. These
anhydride/drug emulsions were prepared freshly for each
experiment. 250 mL of the emulsion was then mixed with 250 mL
of a precursor stock (32–44 mM) and 500 mL of a 2% agar–agar
stock in MES-buffer (pH 6, 200 mM) heated to 90 "C, was added
subsequently. Then, 60 mL of this mixture was prepared on the
bottom of a 96-well plate. The emulgel was cooled down to room
temperature and 120 mL of an 8.0–11.0 mM precursor stock was
added as supernatant. The cumulative drug release was
measured in the supernatant by HPLC. All experiments were
performed at 25 "C in triplicate.

HPLC

We used analytical HPLC (ThermoFisher, Vanquish Duo
UHPLC, HPLC1) with a Hypersil Gold 100 # 2.1 mm C18
column (3 mm pore size) to monitor the concentration proles
of each reactant of the chemical reaction network. 1.0 mL
samples were prepared into a screw cap HPLC vial following the
sample preparation protocol described above. Samples were
injected directly without any further dilution from the HPLC
vial. We injected 2.5 mL for the detection of the precursor and
anhydride. For the detection of EDC, we injected 0.1 mL. We
used a UV/vis detector at 220 nm for detection. A linear gradient
of MQ water: ACN with 0.1% TFA was used to separate the
compounds. The separation method was based on a linear
gradient from 60 : 40 to 2 : 98 for the anhydride and 95 : 5 to
2 : 98 for EDC in 5 min followed by 1 min at 2 : 98. Aerwards,
the gradient changed from 2 : 98 back to 60 : 40 or 95 : 5 in
0.2 min and the column was equilibrated for 3.8 min. The drug

9974 | Chem. Sci., 2021, 12, 9969–9976 © 2021 The Author(s). Published by the Royal Society of Chemistry
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and acid releases from the emulgel were determined by
analytical HPLC (ThermoFisher, Dionex Ultimate 3000, HPLC2)
with a Hypersil Gold 250! 4.8 mm C18 column (5 mmpore size)
using a linear gradient of MQ water and ACN, each with 0.1%
TFA. All compounds were detected with an UV/vis detector at
220 nm (precursor) and 330 nm (Nimesulide). We used
a gradient of MQ water : ACN from 98 : 2 to 2 : 98 in 13 min for
the separation. We performed calibration curves of all the
compounds in triplicates. Calibration values and retention
times are given in ESI, Table S1.†

Nuclear resonance spectroscopy (NMR)

We recorded NMR spectra on a Bruker AVIII-400 at 25 "C and
a frequency of 400 MHz. Chemical shis d are reported in ppm
and are referred to the residual solvent peak of the used
deuterated solvent (chloroform-d1 7.26 ppm for 1H-NMR). We
abbreviated the signal multiplets as followed: s-singulet, d-
dublet, t-triplet, m-multiplet. The coupling constant J is stated
as average value in Hz and refers to coupling between two
protons.

1H NMR (anhydride) 400 MHz, CDCl3):d (ppm) ¼ 5.61 (dt,
3JH–H ¼ 13.8, 6.6 Hz, 1H; CH]C), 5.29 (dt, 3JH–H ¼ 15.3, 7.6 Hz,
1H; CH]C), 3.20 (m, 1H; CH), 3.01 (dd, 2,3JH–H ¼ 18.9, 9.7 Hz,
1H; CH2), 2.73 (dd, 2,3JH–H¼ 18.7, 5.9 Hz, 1H; CH2), 2.49 (m, 2H,
CH2), 2.01 (dt, 3JH–H ¼ 7.2, 6.9 Hz, 2H; CH2), 1.27 (m, 10H;
(CH2)4), 0.88 (t, 3JH–H ¼ 6.6 Hz, 3H; CH3) (see ESI, Fig. 13†).

1H NMR (precursor) 400 MHz, CDCl3):d (ppm)¼ 5.51 (dt, 3JH–

H ¼ 13.7, 6.8 Hz, 1H; CH]C), 5.31 (dt, 3JH–H ¼ 14.9, 7.0 Hz, 1H;
CH]C), 2.89 (m, 1H; CH), 2.67 (dd, 2,3JH–H ¼ 17.5, 10.7 Hz, 1H;
CH2), 2.53 (dd, 2,3JH–H ¼ 17.3, 3.9 Hz, 1H; CH2), 2.44 (m, 1H,
CH2), 2.22 (m, 1H; CH2), 1.99 (dt, 3JH–H ¼ 7.0 Hz, 2H; CH2), 1.27
(m, 10H; (CH2)4), 0.88 (t, 3JH–H ¼ 6.6 Hz, 3H; CH3) (see ESI,
Fig. 14†).

UV/vis-spectroscopy

A Multiskan FC microplate reader (ThermoFisher) was used for
UV/vis measurements. For the sample preparation a 96-well-
plate (tissue culture plate non-treated) was used. Measure-
ments were performed in triplicates at a wavelength of 600 nm
and 25 "C.
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1. Supporting Tables 
 
Supporting Table 1: Characterization of compounds. 

Name Structure Mass calc. 
[g/mol] 

Mass obs. 
[g/mol] 

Retention 
time 
[min] 

Calibration 
value 

[mAU mM-1] 
Precursor 

 

256.17 

C14H24O4 

257.1 

[M+H]+ 

5.22 

(HPLC1) 

 

11.79 

(HPLC2) 

0.76 

(HPLC1) 

 

3.25 

(HPLC2) 

Anhydride 

 

238.16 

C14H22O3 

239.1 

[M+H]+ 

6.71 

(HPLC1) 

1.77 

(HPLC1) 

 

 

Nimesulide 

 

308.05 

C13H12N2O5S 

 

309.1 

[M+H]+ 

10.99 

(HPLC2) 

0.15 

(HPLC2) 

 
 
Supporting Table 2: Rate constants used in the kinetic model. 

c0(EDC) 
[mM] 

c(Precursor) 
[mM] 

k1 

[M-1 s-1] 
k2 k3 k4 

[s-1] 
CMC 

[mM] 
S0 

[mM] 
SC 

5 20 0.5 1*k1 0.3*k1 3.5E-3 16.5 1.10E-1 0.1 

6 20 0.5 1*k1 0.3*k1 3.5E-3 16.5 0.90E-1 0.1 

7 20 0.5 1*k1 0.3*k1 3.5E-3 16.5 0.65E-1 0.1 

8 7.5 0.5 1*k1 0.3*k1 3.5E-3 16.5 0.25E-1 0.1 

8 20 0.5 1*k1 0.3*k1 3.5E-3 16.5 0.55E-1 0.1 

9 20 0.5 1*k1 0.3*k1 3.5E-3 16.5 0.53E-1 0.1 

 
  

O

O

OH
OH

O

O

O

O

NH
S

N+

O O

O

O-
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2. Supporting Figures 
 

 
Supporting Figure 1: Confocal micrographs of A) 7.5 mM precursor and 2 mM EDC, B) 7.5 mM precursor and 8 mM EDC and 
C) 20 mM precursor and 8 mM EDC. 
 

  
Supporting Figure 2: A) Size distribution of the hydrodynamic diameter of 20 mM precursor in 200 mM MES. B) Scattering 
for different amounts of precursor. Lines are added to guide the eye. 
 

 
Supporting Figure 3: Nile Red fluorescence assay showing a fluorescence maximum shift for different precursor 
concentrations characteristic for incorporation into micelles. 
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Supporting Figure 4: A) Turbidity at 600 nm for different precursor concentrations fueled with 2 mM EDC. B) Lifetime of the 
turbidity as a function of initial precursor concentration. Lines are added to guide the eye. 
 

 
Supporting Figure 5: EDC consumption of 7.5 mM precursor fueled with 8 mM EDC. Markers represent HPLC data; solid lines 

represent data calculated by the kinetic model.  
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Supporting Figure 6: Chemical reactions considered in the kinetic model. Reaction (1) shows the direct hydrolysis of EDC. 
Reaction (2) shows the activation reaction of the succinate precursor with EDC. Reaction (3) shows the intramolecular 
anhydride formation reaction. Reaction (4) shows the direct hydrolysis of O-acylisourea. Reaction (5) shows the hydrolysis of 
the anhydride. 
 

 
Supporting Figure 7: Normalized hydrolysis rate constant of 20 mM precursor (blue) and 7.5 mM precursor fueled with 8 mM 
EDC. 
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Supporting Figure 8: Anhydride concentration profiles of 20 mM precursor fueled with 6 mM EDC and seeded with different 

amounts of precursor. Markers represent HPLC data; solid lines represent data calculated by the kinetic model.  

 
Supporting Figure 9: Normalized turbidity of 20 mM precursor fueled with A) 5 mM, B) 6 mM, C) 7 mM, D) 8 mM and E) 9 mM 

EDC. 

 

 
Supporting Figure 10: Schematic representation of the preparation of a self-immolative drug delivery platform. 
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Supporting Figure 11: Triplicate measurements of the cumulative drug release of an agar agar hydrogel with 25 µM 
Nimesulide in an emulsion of 15 mM anhydride and 9 mM precursor 

 

 
Supporting Figure 12: Cumulative drug release of an agar agar hydrogel with 25 µM Nimesulide in an emulsion of 15 mM 
anhydride and A) 11 mM precursor, B) 10.5 mM precursor, C) 10 mM precursor, D) 9.5 mM precursor, E) 9 mM precursor, F) 
8.5 mM precursor and G) 8 mM precursor. 



Chemically Fueled Materials with a Self-Immolative Mechanism: Transient Materials 
with a Fast On/Off Response 
 

- 82 - 
 

 

  

 
Supporting Figure 13: 1H-NMR (CDCl3, 400 MHz) spectrum of the anhydride. 
 

 
Supporting Figure 14: 1H-NMR (CDCl3, 400 MHz) spectrum of the precursor. 
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Supporting Notes 
 
Critical Micelle Concentration in an Emulsion. The critical micelle concentration (CMC) of a surfactant can be determined by 
various techniques, such as surface tension, conductivity, dynamic light scattering (DLS) and dye solubilization 
spectrophotometry. However, the accurate determination of the CMC of a surfactant in the presence of oil droplets remains 
challenging. Standard techniques like dynamic light scattering and photon correlation spectroscopy fail to analyze oil and 
micelles simultaneously. Moreover, oil droplets have an influence on the surface tension, conductivity and solubilize 
hydrophobic dyes which prevents other analytical techniques. We considered the lifetime of the emulsion as an indirect 
measurement of the formation of micelles when we fueled different amounts of precursor with 2 mM EDC (see Supporting 
Figure 4). We found that the lifetime decreased linearly when we increased the precursor concentration from 5 mM to 12 mM 
which we attributed to a salting-in effect of the additional precursor which slightly increases the solubility of the anhydride. 
However, at precursor concentrations higher than 12 mM, we observed a significant decrease of the lifetime of the turbidity 
by roughly 50 % which indicated the formation of micelles. In conclusion, when fueled with 2 mM EDC and subtracting an 
anhydride yield of roughly 1.5 mM, the CMC of the precursor is roughly 11 mM. 
 
Kinetic Model. The concentration of each reactant (anhydride, precursor, O-acylisourea and EDC) was described for every 
second in the reaction cycle in a kinetic Matlab model. For the description of the chemical reaction network, a basis of five 
differential equations for the five underlying chemical reactions was used for the calculations of concentrations (see 
Supporting Figure 5): the direct hydrolysis of EDC r0 (1), the activation of the precursor r1 to form the intermediate product 
O-acylisourea (2), the anhydride formation r2 (3), the direct hydrolysis of the intermediate product O-acylisourea r3 (4), the 
hydrolysis of the anhydride r4 (7,8). For the implementation of the self-amplifying decay, we defined the effective solubility 
of the anhydride COOOC(i) as a variable Seff(i) which is constant below the CMC of the precursor COOH(i) (5). Above the CMC, 
the solubility of the anhydride changes as a function of precursor concentration COOH(i) (6). We defined a solubilization 
capacity (SC, see Supporting Table S3) which can be seen as the effectiveness of the surfactant precursor which increases the 
solubility of the anhydride in dependence on the number of precursor molecules above the CMC. In other words, the 
solubilization factor of 0.1 means that 10 molecules of precursor are necessary to dissolve 1 molecule of anhydride. We used 
two differential equations for the hydrolysis rate of the anhydride above and below its effective solubility Seff(i). Above the 
solubility, the hydrolysis rate is constant as long as Seff(i) is constant (see 5 and 6) (7). Below the solubility, the hydrolysis rate 
becomes a first order rate which is dependent on the anhydride concentration COOC(i) (8). 
 
 
!!(#) = &! ∙ ()*(#) (1) 
  
!"(#) = &" ∙ ()*(#) ∙ *++,(#) (2) 
  
!#(#) = &# ∙ *++()*(#) (3) 
  
!$(#) = &$ ∙ *++()*(#) (4) 

  
-%&&(#) = -!, #/	*++,(#) < *2* (5) 
  
-%&&(#) = -! + 4-* ∗ (*++,(#) − *2*)7, #/	*++,(#) > *2* (6) 
  
!'(#) = &' ∙ -%&&(#), #/	*+++*(#) > -%&&(#) (7) 
  
!'(#) = &' ∙ *+++*(#), #/	*+++*(#) < -%&&(#) (8) 
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7. Conclusion and Outlook 

This thesis aims to build a simple, synthetic system based on chemically fueled droplets in 

which the control and design of feedback mechanisms could result in life-like behavior. These 

systems could serve as model systems for the origin of life research or be a step towards 

developing smart, life-like materials. 

In Chapter 1, I overview the origin of life research and different approaches for the synthesis 

of life. Moreover, I discuss biological systems’ essential properties that a synthetic system must 

have to be considered alive, such as energy transduction, compartmentalization, information 

processing, growth and division, and adaptability.  

As compartmentalization is an essential property of living systems, an ideal candidate to design 

such a system could be membraneless compartments which are droplets formed by LLPS. As 

discussed in Chapter 2, their liquid nature and the absence of a membrane facilitate the 

diffusion of reactants in- and outwards of the compartment. When phase separation of these 

compartments is controlled kinetically by chemical reactions, droplets can have significantly 

different properties from droplets in thermodynamic equilibrium, e.g., suppression and 

acceleration of Ostwald ripening, self-division, or reduced concentration oscillations.  

Due to these advantageous properties, I chose chemically regulated droplets as a starting 

point to design a system with life-like behavior because they already combine two essential 

properties of life: compartmentalization and energy transduction. Recently, many chemically 

fueled reaction cycles have been developed which can regulate the self-assembly of synthetic 

analogs of biological assemblies and compartments, e.g., droplets, fibers, and vesicles. 

However, these systems are still far from being considered alive. Other essential properties of 

living systems could be observed when the assembly also regulates the reaction cycle’s 

kinetics via feedback mechanisms discussed in Chapter 3. 

Inspired by feedback regulation of networks in biology, the first aim of the thesis is to 

investigate how the negative feedback mechanism of oil droplets shown in Chapter 3 affects 

the kinetics of the products when multiple, simultaneously operating reaction cycles compete 

for fuel. In general, when two metabolic reaction cycles compete for a shared resource, both 

suffer. Counterintuitively, despite the fuel competition, we found in Chapter 5 that the success 

of a soluble precursor can increase when competing with a phase-separating competitor, i.e., 

it survives longer or shows reduced concentration oscillations in the presence of periodic 

fueling. The success of the soluble product increases due to co-phase separation with droplets 

formed by the competitor, which decelerates the deactivation by hydrolysis. This behavior is 
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reminiscent of parasitic behavior in biology, where the parasite competes with the host for the 

shared resources and exploits the protective environment offered by the host.  

In Chapter 6, we wanted to demonstrate that feedback mechanisms offer new ways to control 

transient materials. We used the surfactant nature of the precursor to design an opposing 

feedback mechanism to dissolve the oil droplets rapidly. The precursor forms micelles above 

its CMC, which act as a phase-transfer catalyst and accelerate the hydrolysis rate by 

solubilizing the anhydride product. More precursor is released upon hydrolysis of the anhydride 

product, which further amplifies the hydrolysis rate, i.e., a self-immolative mechanism. Unlike 

common self-immolative materials, we designed the system such that the trigger for the self-

immolation is released in-situ by the reaction cycle, which enables these materials to switch 

off themselves through a rapid self-amplifying decay without an external trigger. We applied 

this mechanism in a self-expiring ticket and a drug delivery platform with a unique linear-then-

burst release profile.  

In conclusion, this work shows that feedback mechanisms in simple networks of chemically 

fueled reaction cycles can result in complex, life-like behavior. We envision that the co-phase 

separation mechanism could be crucial to control concentrations of downstream chemical 

reactions. Moreover, the opposing feedback mechanism enables precise control over the 

material properties. We believe that self-immolation in chemically fueled reaction cycles could 

serve as a tool for more sophisticated, life-like materials. However, these results are all based 

on designing and tuning a negative feedback mechanism. Some essential properties of living 

systems are based on positive feedback mechanisms, e.g., growth and division. In the future, 

finding how chemically fueled droplets can exert positive feedback on their reaction cycle could 

be a step towards the bottom-up synthesis of life. 
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8. Materials and Methods 

Materials. We purchased (E/Z)-2-buten-1-ylsuccinic anhydride, (E/Z)-2-hexenyl-1-ylsuccinic 

anhydride and (E/Z)-2-decen-1-ylsuccinic anhydride from TCI chemicals. Succinic acid, 

succinic anhydride, Nile Red, 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride 

(EDC), trifluoroacetic acid (TFA) and 2-(N-morpholino)ethane sulfonic acid (MES buffer), 

Nimesulide and ammonium persulfate (APS) were purchased from Sigma-Aldrich. We 

purchased agar agar, N,N'-methylene-bisacrylamide, tetramethylethylenediamine (TEMED), 

and acrylamide from Carl Roth. All chemicals were used without any further purification unless 

otherwise indicated. High-performance liquid chromatography (HPLC) grade acetonitrile 

(ACN) was purchased from VWR. 

 

Synthesis of the Succinate Precursors. 5 mL E/Z)-2-buten-1-ylsuccinic anhydride, 

(E/Z)-2-hexenyl-1-ylsuccinic anhydride or (E/Z)-2-decen-1-ylsuccinic anhydride was 

suspended in 30 mL MQ water and stirred for 3 days. Subsequently, the reaction mixture was 

freeze-dried and the corresponding succinate precursor was stored at -20 °C until further use. 

 

Sample Preparation. We prepared highly concentrated stock solutions of the acid precursor 

in 0.2 M MES buffer and adjusted the pH to pH 6.0. Stock solutions of EDC were prepared 

freshly before each experiment by dissolving the powder in MQ water. We prepared 5 mM 

stock solutions of Nimesulide by dissolving the drug in acetonitrile. All stock solutions were 

stored at 8 °C until further use. The reaction cycles were started by the addition of the 

appropriate amount of EDC stock solution to the precursor stock solution. All experiments were 

performed at 25°C. 

 

High-Performance Liquid Chromatography (HPLC). We used a ThermoFisher Vanquish 

Duo UHPLC (HPLC1) with a Hypersil Gold 100 x 2.1 mm C18 column (3 µm pore size) and a 

ThermoFisher Dionex Ultimate 3000 (HPLC2) with a Hypersil Gold 250×4.8 mm C18 column 

(5 µm pore size) to monitor the concentration profiles of each reactant of the chemical reaction 

network. 1.0 mL samples were prepared into a screw cap HPLC vial following the sample 

preparation protocol described above. Samples were injected directly without any further 

dilution from the HPLC vial. We injected 2.5 µL (HPLC1) and 25 µL (HPLC2) for the detection 

of the precursor and anhydride. For the detection of EDC, we injected 0.1 µL (HPLC1) and 

1 µL (HPLC2). We used a UV/Vis detector at 220 nm (precursor, fuel, anhydrides) and 330 nm 
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(Nimesulide) for detection. Linear gradients of MQ water:ACN with 0.1 % TFA were used to 

separate the compounds. We performed calibration curves of all the compounds in triplicates 

 

Nuclear Resonance Spectroscopy (NMR). We recorded NMR spectra on a Bruker AVIII-400 

at 25 °C and a frequency of 400 MHz. Chemical shifts δ are reported in ppm and are referred 

to the residual solvent peak of the used deuterated solvent (chloroform-d1 7.26 ppm for 1H-

NMR). We abbreviated the signal multiplets as followed: s-singlet, d-doublet, t-triplet, 

m-multiplet. The coupling constant J is stated as the average value in Hz and refers to the 

coupling between two protons. 

 

UV/VIS-spectroscopy. A Multiskan FC microplate reader (ThermoFisher) was used for 

UV/VIS measurements. For the sample preparation, a 96-well-plate (tissue culture plate non-

treated) was used. Measurements were performed in triplicates at a wavelength of 600 nm and 

25°C. 

 

Fluorescence Spectroscopy. We performed the Nile Red assay on a Jasco (FP-8300) 

spectrofluorometer. We prepared the samples in disposable cuvettes (PS) by mixing different 

concentrations of (E/Z)-2-decen-1-ylsuccinic acid with 5 µM Nile Red. We measured 

fluorescence spectra from 600 nm to 700 nm with an excitation at 550 nm and calculated the 

blue shift by subtracting the wavelength of intensity maximum from the maximum of the blank 

at 648 nm.  

 

Polyacrylamide (PAA) Gel Preparation. We prepared a 7.5 mM and 35 mM 

(E/Z)-2-decen-1-ylsuccinic acid solution containing 30 % (29:1) acrylamide by dissolving 

5.80 g acrylamide, 0.20 g N,N'-methylene-bisacrylamide and the succinic acid derivative 

(38,43 mg and 179,32 mg, respectively) in 20 mL of 200 mM MES buffer at pH 6. We diluted 

the stock solution with the appropriate succinate solution without acrylamide to a 15 % 

acrylamide solution. The gels were prepared in Petri dishes (60 mm x 15 mm) which were 

plasma oxidized before hydrogel formation. We prepared 4 mL of the 15 % acrylamide solution 

in the petri dish and started the hydrogel formation by the addition of 60 µL of a 10 % 

ammonium persulfate (APS) solution in MQ water and 8 µL tetramethylethylenediamine 

(TEMED). The solution was mixed and heated for 10 minutes at 50 °C. The PAA hydrogel was 

cooled to room temperature for 30 min. We cut out hydrogel pieces with a scalpel, placed them 

in a petri dish (35 mm x 10 mm), and sealed them with Parafilm®. The gels were prepared 

freshly before each experiment. 
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Spray Deposition. Pulsed spray deposition of 200 µL of 3M stock solutions of EDC in MQ 

water was performed using the air atomizing nozzle JAUCO D555000 (Spraying Systems Co.) 

The respective solutions were sprayed on 15 % PAA hydrogels containing different 

concentrations of the precursor, which were placed in a petri dish (35 mm x 10 mm) at ambient 

temperature. Oil-free nitrogen was used as a carrier gas with a constant pressure set to 

0.5 bar. The air atomizing nozzle was mounted on a custom-built spray coater at a distance of 

roughly 13.5 cm to the PAA gels. A magnetic valve of the type MEBH-5/2-1/8-B (Festo SE & 

Co. KG) was connected to a microcontroller and controlled the pulsed spray deposition with a 

periodicity of 50 ms spraying time followed by 450 ms of waiting time. The spray cone provided 

by the nozzle covered a circular area with a diameter of roughly 2.5 cm. To obtain an improved 

homogeneous coverage of the PAA hydrogels, the air atomizing nozzle was moved 

periodically within 1 cm by the spray coater, which was controlled by a second microcontroller. 

The obtained samples were sealed in closed Petri dishes (35 mm x 10 mm) with Parafilm® 

and analyzed by a webcam set-up and subsequent grey value analysis. 

 

Webcam Set-Up and Quantification of Turbidity. We used a webcam set-up with Timelapse 

software to take images of the substrates in a 5 min interval. We analyzed the turbidity of the 

substrates using the grey value analysis tool of ImageJ. The raw data of the grey values were 

normalized to 1 to account for differences in the background and lighting. The kinetics in 

cuvettes were performed in an incubator at 25 °C to account for the temperature dependency 

of the hydrolysis rate.  

 

Confocal Fluorescence Microscopy. We imaged the droplets using a Leica SP8 confocal 

microscope with a 63x oil immersion objective. Samples were prepared as described above 

but with 0.1 µM Nile Red added before EDC addition. We added a 5 µL sample to a silicon 

grease reservoir on a PEG-coated glass slide covered with a 12 mm diameter coverslip. The 

samples were excited with a 543 nm laser and imaged at 580 – 700 nm. 

 

Dynamic Light Scattering (DLS). The CMC and size of (E/Z)-2-decen-1-ylsuccinic acid 

micelles were determined on a Malvern Zetasizer Nano ZS using a laser wavelength of 633 nm 

in disposable cuvettes (PS). We performed triplicate measurements each with 3 acquisition 

times of 20 s. 

 

Droplet Composition Experiments. We prepared 5 mL samples as described above to 

guarantee a sufficient droplet phase volume after centrifugation. After the depletion of the fuel, 

the reaction mixture was centrifuged at 4°C for 3 minutes (rpm = 5000). We used an Eppendorf 
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pipette to take a 1 µL sample of the droplet pellet which we diluted in 200 µL ACN in an HPLC 

screw cap vial.  

 

Supernatant Composition Experiments. We prepared 1 mL samples as described above in 

1.5 mL Eppendorf reaction vessels. After 16 minutes, the samples were centrifuged at 25 °C 

for 1 minute (rpm = 13500). We directly analyzed the concentrations of the corresponding 

anhydrides in the supernatant of the sample with HPLC2. 

 

Calculation of respective concentrations inside the droplets. We calculated the 

corresponding anhydride concentrations inside the droplets using the molecular volumes and 

the relation 𝑛i = 𝑛jkjlm − 𝑛ii, respectively. The superscripts I and II represent the droplet phase 

and dilute bulk phase, respectively.  

 

Preparation of Drug Delivery Platform. The drug-delivery emulsion was prepared by 

emulsifying the (E/Z)-2-decen-1-ylsuccinic anhydride (60 mM) in MES-buffer (pH 6, 200 mM) 

with 40 μL of the drug stock solution and sonication for 2 min with a Branson UltrasonicsTM 

SonifierTM SFX250 at 25 % in an ice bath. These anhydride/drug emulsions were prepared 

freshly for each experiment. 250 µL of the emulsion was then mixed with 250 µL of a precursor 

stock (32 - 44 mM) and 500 µL of a 2 % agar-agar stock in MES-buffer (pH 6, 200 mM) heated 

to 90 °C, was added subsequently. Then 60 μL of this mixture was prepared on the bottom of 

a 96-well plate. The emulgel was cooled down to room temperature and 120 μL of an 

8.0-11.0 mM precursor stock was added as supernatant. The cumulative drug release was 

measured in the supernatant by HPLC2. All experiments were performed at 25 °C in triplicate. 
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9. Further Publications 

I also contributed to other publications besides the two publications reprinted above. A list of 

all my publications is given in the following section.  

 

Publications 
[1] P. S. Schwarz,* S. Laha,* J. Janssen, T. Huss, J. Boekhoven, C. A. Weber, Chem. Sci. 

2021, 12, 7554. 

 

[2] P. S. Schwarz, L. Tebcharani, J. E. Heger, P. Müller-Buschbaum, J. Boekhoven, Chem. 

Sci. 2021, 12, 9969. 

 

[3] M. A. Würbser,* P. S. Schwarz,* J. Heckel, A. M. Bergmann, A. Walther, J. Boekhoven, 

ChemSystemsChem, 3, e2100015. 

 

[4] P. S. Schwarz, M. Tena-Solsona, K. Dai, J. Boekhoven, ChemComm, 2021, accepted. 

 

[5] B.-J. Niebuur, H. Hegels, M. Tena-Solsona, P. S. Schwarz, J. Boekhoven, C. M. 

Papadakis, J. Phys. Chem. B 2021, 125, 13542. 

 

*These authors contributed equally. 
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