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Abstract: We applied temperature-programmed desorption (TPD) spectroscopy to study the bonding
of hydrogen in amorphous hydrogenated carbon (a–C:H) films. Typical hard plasma-deposited a–C:H
films with an initial hydrogen content (H/(H+C)) of about 30% were used as samples. About 85%
of the initial hydrogen content is released in the form of H2, the rest in the form of hydrocarbons.
Using a temperature ramp of 15 K/min, release of hydrogen starts at about 600 K with a first peak at
about 875 K and a broad shoulder around 1050 K. The peak positions depend on the temperature
ramp. This fact was exploited to determine the pre-exponential factor for an analytic analysis of the
release spectra. This analysis revealed a pre-exponential factor of ν = 1× 1016 1/s, which deviates
significantly from the frequently assumed prefactor 1× 1013 1/s. This higher prefactor leads to
a shift in the determined binding energies by about +0.5 eV. Standard TPD measurements with linear
temperature ramps up to 1275 K were complemented by so-called “ramp and hold” experiments with
linear ramps up to certain intermediate temperatures and holding the samples for different times
at these temperatures. Such experiments provide valuable additional data for investigation of the
thermal behavior of the investigated films. Our experiments prove that the width of the hydrogen
release spectrum is determined by a distribution of binding energies rather than release kinetics or
diffusive effects. This binding energy distribution has a peak at about 3.1 eV and a shoulder at higher
energies extending from about 3.6 to 3.9 eV.

Keywords: thermal desorption spectroscopy; amorphous hydrocarbon film; inverse problem;
Bayesian inference

PACS: 68.60.Dv, 81.70.Pg, 68.55.-a, 28.52.Fa

1. Introduction

Amorphous hydrogenated carbon (a–C:H) films have a number of very interesting physical
and chemical properties [1,2], which make them possible candidates for a wide range of technical
applications. Discussed applications include optical, mechanical, electronic and biomedical
applications [3]. Examples are protective coatings on devices such as hard disks [4–6], diesel-injection
systems [7] and coronary stents [8,9] or other medical applications [10]. A significant number of such
technical applications is based upon the outstanding tribological properties of a–C:H films [5,11–13]
and for many technical applications the thermal stability of a material is a topic of relevance. First
systematic investigations of the thermal decomposition of a–C:H films were published by Wild and
Koidl in 1987 [14]. Later on, thermal release of hydrogen from hydrogen containing carbon films
or thermal decomposition of such layers has gained some attention in the field of thermonuclear
fusion [15–22] and due to this the thermally induced release of hydrogen was studied to some extend
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in dedicated laboratory experiments. Küppers and co-workers [15,23–25] investigated this topic in
the early nineties. They used thin ion-beam deposited films with thicknesses ranging from one to
ten monolayers and investigated them in an ultrahigh vacuum system using thermal desorption
spectroscopy and high resolution electron energy loss spectroscopy. Their results will be discussed in
detail in Section 5.

Salançon et al. have published two articles regarding the thermal decomposition of
plasma-deposited a–C:H films [26,27] which concentrated on polymer-like, hydrogen-rich, soft a–C:H
films. Thermal decomposition of these films produces a vast variety of hydrocarbon species with
significant contributions of CxHy species containing up to five carbon atoms and even traces of
molecules with up to seven carbon atoms were detected. Comparing the thermal decomposition of
soft, hydrogen-rich films with that of typical hard a–C:H films they found that the relative contribution
of high molecular weight species is much higher for soft films compared with hard films. This is in
agreement with published results for a-C:H films [14,28–30] and it is a consequence of the difference in
microstructure of the films. While the hydrogen in hard a–C:H films is dominantly released in form
of H2, release from the soft films is dominated by hydrogen bonded in hydrocarbon species. These
hydrogen-rich soft films possess not only a different spectrum of released species but release occurs
also at much lower temperatures [27].

Thermal release spectra of D from different D-containing carbon layers were also analysed by
Pisarev et al. [31]. The D release spectra of typical hard a-C:H films shown in [31] are, in principle,
nicely comparable with those by Salançon et al. A remarkably comprehensive characterisation of
annealing-induced changes of the many different properties of various plasma-deposited a–C:H films
was published by Peter et al. [32,33]. Overall, their findings regarding thermal stability are also in
good agreement with the earlier studies. However, an advanced evaluation of the thermal release data
(e.g., determining binding energies) was not made in both cases.

This article is focussed on the thermally induced release of hydrogen from hard a–C:H films.
Previous investigations have shown a rather broad release spectrum ranging from about 600–1250 K.
Questions to be addressed are: How is hydrogen bonded in a–C:H films? Is the observed peak width
mainly due to the release kinetics (bond breaking, diffusion and desorption) or a consequence of
a distribution of binding energies? We performed dedicated experiments to address these questions.

One remark regarding nomenclature: In the literature, different names are used for the method
we apply here: thermal desorption spectroscopy (TDS), temperature-programmed desorption (TPD),
and thermal effusion spectroscopy (TES). These different names emphasise different aspects of the
underlying process. We do not want to argue about the pros and cons of these names here. We just
state that, although we used TES in the past (and that is the reason for naming our experimental setup),
we are going to use temperature-programmed desorption (TPD) throughout this article.

2. Experimental

2.1. TESS

The experiments were carried out in the device TESS (Thermal Effusion Spectroscopy Setup).
The configuration and possibilities of TESS were described in detail in Ref. [27]. In short: TESS is
an ultrahigh vacuum (UHV) experiment equipped with a cryopump (Cryo-Torr 8, CTI cryogenics)
to provide high pumping speed (pumping speed for H2: 2500 L/s) and a sensitive quadrupole mass
spectrometer (QMS), both located in the main stainless steel chamber. In contrast to the configuration
described in Ref. [27], the liquid nitrogen trap in the main chamber was removed and replaced by
two pumps in series (classical turbo Leybold 1000C with 970 L/s H2 pumping speed backed with
a Pfeiffer TMU 071 turbo drag pump with high compression ratio for hydrogen). This provides
an even higher total pumping speed compared with the earlier configuration and allows in addition
investigations including helium, which is not efficiently pumped by the cryopump. The base pressure
of TESS is in the 10−8 Pa range.
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The quadrupole mass spectrometer is a Pfeiffer/Inficon DMM 422 equipped with a cross-beam
ion source and a sensitive secondary electron multiplier that was operated in ion counting mode. All
experiments were conducted with an electron energy of 70 eV. The emission current was set to 0.6 mA.

For all measurements presented here, only the remote UHV oven of TESS was used. This oven
consists of a long quartz glass tube inserted into an external tubular oven. The heated volume of
the oven is 4 cm in diameter and 40 cm in length. The external oven is mounted on a rail system. It
can be moved over the entire length of the quartz tube and can even be removed completely from it.
The length of this quartz glass tube is 45 cm and its inner diameter is 2.2 cm (outer diam. = 2.54 cm).
The glass tube is connected to the main chamber via a gate valve.

Samples are loaded by removing the tube and placing several samples in the glass tube. After
mounting the glass tube back to the vacuum system, it is pumped via a second gate valve through the
load lock to a sufficiently low pressure (better than 10−4 Pa, base pressure = 10−6 Pa). For measuring
effusion spectra the gate valve to the main chamber is opened. The background pressure in the main
chamber during a measurement with the oven setup is in general (5− 10)× 10−8 Pa. A sketch of
the experimental setup can be found in Ref. [27]. We only add here the actual dimensions used in
the present study. Samples are stored at one end of the glass tube close to the gate valve to the main
chamber. The measurement position is about 40 cm away from this position (5 cm from the other end
of the tube). The external oven is movable and during the measurement centered around the sample
location. The oven size defines then the distance of the samples in the storage position from the end
of the hot zone to about 15–20 cm. Samples can be moved inside the glass tube without breaking the
vacuum from the storage position to the measurement position. This is done indirectly via a piece
of nickel inside the tube that can be manipulated by a small magnet from outside thereby pushing
samples back and forth when the oven is retracted and the tube is cooled down. This procedure
allows to minimize gas desorption in two ways: First, the glass tube can be cleaned up to the highest
temperature later used in the temperature ramp and second we do not need a target holder that could
potentially outgas during the ramp. The disadvantage of this design is that the sample temperature
can only be derived by calibration measurements after the ramps with a dedicated sample with
a thermocouple attached to it.

Prior to an experimental campaign in the oven, the measurement region is heated to 1300 K for
one hour to thoroughly clean the glass tube and to reduce background contributions from the walls
of the glass tube during the measurement. The sample is transferred from the storage position to
the measurement position after tube and oven have cooled to about room temperature. Then the
measurement is immediately started. Species released in this quartz glass oven reach the ionizer of the
QMS only after many collisions with the walls of the quartz tube and the main vacuum chamber, so
that reactive species which are lost in wall collisions cannot reach the ionizer (see [27]). With this setup
only stable, non-reactive species can be detected. In this article, we are only concerned with the stable
species H2 and CH4, thus redeposition on the chamber walls plays no role. Also, based on findings
in [27] the formation of stable species on the chamber walls after release of reactive species is assumed
to be negligible for the kind of films investigated here.

2.2. Temperature Calibration

The temperature of the oven was measured by an insulated metal sheathed thermocouple (type
K, chromel-alumel) fixed close to the inner wall of the oven facing the glass tube and recorded in
the data file together with the experimental data. The signal from this thermocouple was used to
feedback control the oven temperature by a temperature controller (Eurotherm 902P). The oven can
provide heating rates of up to 40 K/min. The true sample temperature is lower than the measured
oven temperature and had to be determined in separate calibration measurements for each individual
ramp. For these calibration measurements a thermocouple (chromel-alumel, 0.125 mm) was fixed to
a test sample which was placed at the sample position inside the quartz glass tube. Two effects have to
be considered: (i) although the sample is in the radiation field of the external oven, the steady-state
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temperature of the sample is somewhat lower than the oven temperature. (ii) during temperature
ramps the sample temperature always lags behind the oven temperature. The sample temperature
depends on several factors: the actual heating rate, the reflection coefficient and the thermal capacity
of the sample. All samples used in the present study were a–C:H coated single crystalline silicon
samples cut from the identical wafer. This assures that the sample properties are identical in all
experiments. Test experiments have shown that, e.g., the sample temperature of tungsten samples
differs significantly from that of our silicon samples. We carefully measured calibration curves for the
sample temperature as a function of the oven temperature for all used heating rates. The reproducibility
is in general excellent, and the uncertainty of the temperature determination for the here investigated
samples is estimated to ±5 K.
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Figure 1. Calibration measurements for determination of the true sample temperature as a function of
the oven temperature (thick black line). To allow easy comparison, the data are plotted on a normalized
time scale. The time scale is the real time for the ramp with 15 K/min. The other time scales are
compressed or expanded according to the actual nominal oven temperature ramp (e.g., the time scale
for the ramp with 3 K/min is compressed by a factor of 5 while that for 30 K/min is expanded by
a factor of 2). On this normalised time scale all oven temperature ramps coincide.

Results of the temperature calibration measurements are shown in Figure 1. The figure shows
the oven and the corresponding sample temperatures on a normalized time scale. The time scale was
normalized such that the oven temperatures for the different used temperature ramps coincide. This
means that for example the time scale for the 3 K/min temperature ramp is compressed by a factor of 5
compared with the 15 K/min ramp. All sample temperature ramps exhibit a similar behaviour. At low
oven temperature the sample temperature shows a significant lag compared with the oven temperature.
This temperature lag increases strongly with increasing heating rate. For oven temperatures in the
range of 350–400 K the samples start to heat up and pass into a mostly linear ramp for T above about
600 K. In the sample temperature range from 600 K to the maximum temperature the deviation from
a linear behaviour is small for nominal ramps of 3 up to 15 K/min, but the ramps with 30 and 40 K/min
show significant deviations for T above about 1000 K. At the end of the oven temperature ramp the
sample temperature still increases for some time. The time lag until the steady-state temperature is
reached depends also on the used temperature ramp. For the mostly used ramp of 15 K/min it takes
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about 5 min. For the experiments presented in this article the maximum oven temperature was 1275 K.
The corresponding steady-state sample temperature is 1198 K. The desorption peaks we are interested
in occur in the temperature range from 800 to 1000 K and are thus located in the mostly linear part of
the sample temperature ramp. The true sample temperature ramps are given in Table 1. They were
determined from the slope of the ramp at the position of the first desorption peak. The reason for this
choice will become clear in Section 3 in the analysis according to Equation (7). We want to point out
that the linearized average rate in the range from 800 to 1000 K deviates less than 2% from the values
given in Table 1. For simplicity, we will use in the remainder of this article the oven temperature ramps
to identify different experiments and call them nominal temperature ramps.

Table 1. Different temperature ramps used in the experiment. Roven is the nominal temperature
ramp of the external oven, Rsample is the corresponding measured temperature ramp of the sample at
Tpeak. Tpeak is the measured sample temperature at which the maximum of the effusion peak occurs
(see Figure 6).

Roven Rsample Tpeak

(K/min) (K/min) (K)

3 2.79± 0.03 843± 0.5
5 4.65± 0.05 853± 0.5

15 14.1± 0.15 875± 1.0
30 29.5± 1.0 891± 1.5
40 40.4± 2.5 896± 2.5

2.3. Layers

Amorphous hydrogenated carbon films (a–C:H) were produced in an asymmetric capacitively
coupled RF plasma setup using methane (CH4) as working gas. The plasma chamber consists of
a stainless steel vessel and was pumped to a base pressure in the 10−4 Pa range by a turbomolecular
pump. Prior to deposition the substrate surfaces were cleaned by sputtering in an oxygen plasma
followed by a hydrogen plasma (bias voltage −300 V, 30 min each). The total methane (CH4) pressure
is kept at 2 Pa and the gas flow is adjusted by a mass flow controller at 20 sccm (standard cubic
centimeters per minute). To deposit hard a-C:H films the silicon substrate was placed on the driven RF
electrode which, reached a self-bias voltage of−300 V. Typical hard, so-called diamond-like amorphous
carbon films with a hydrogen content of H/(H+C) ≈ 0.3 are produced under such conditions [34,35].
The used layers have a refractive index of n̂ = 2.16 − i 0.1 at 632.8 nm and a thickness of 89 nm
as determined by ellipsometry. The deposition of this layer takes about 14 min. Other physical
parameters of comparable layers can be found in Ref. [35]. Films were deposited on silicon wafers
100 mm in diameter and 300 µm in thickness. The film homogeneity across the wafer is better than 5%
as measured by ex-situ ellipsometry. All samples used for thermal effusion measurements had the
identical size of 10 mm by 10 mm (= coated area) and were cut from the identical wafer. This assures
that the samples used in the different experiments are absolutely comparable in terms of absolute
quantities. After film deposition the samples are exposed to ambient atmosphere. Hard a-C:H films
are long-term stable. Neither TPD measurements nor ion beam analyses have shown a significant
uptake of water.

2.4. Experimental Procedures

Temperature-programmed desorption (TPD) spectra were recorded in two complementary modes.
In a normal TPD run, the temperature is ramped up from about room temperature to the maximum
temperature with a linear temperature ramp. The maximum temperature for all normal runs was
set to 1275 K. During the temperature ramp predefined mass channels as well as oven temperature
and total chamber pressure were recorded as a function of time. Typically up to 29 mass channels
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were recorded quasi-simultaneously in the so-called “multiple ion detection mode”. A dwell time
of 0.5 s for each mass channel was chosen. In this article we present almost exclusively data for the
2 amu signal. With the temperature calibration discussed in Section 2.2 these data can be plotted also
a function of sample temperature (see Figure 2). The 2 amu signal is fully attributed to the release of
molecular hydrogen. In Figure 2b, only one desorption spectrum for 16 amu (dominantly due to CH4)
is shown for comparison. More information on the product spectrum of different a–C:H films can be
found in Refs. [26,27].
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Figure 2. Hydrogen release during a normal TPD run with a nominal temperature ramp of 15 K/min:
(a) plotted are the QMS raw signal (left-hand scale) for 2 amu (black open squares), the background
signal on 2 amu for an empty oven (red open circles), and the background subtracted data (blue
solid circles) as a function of time. In addition, the oven and sample temperatures are shown on
the right-hand scale (solid lines). The dashed vertical line indicates the end of the oven temperature
ramp and the dashed horizontal line the sample temperature in that moment. The steady-state sample
temperature is reached after about 5 min. In (b) the background subtracted data for 2 amu and the raw
data for 16 amu (CH4) are shown as a function of sample temperature (background for the 16 amu
signal is negligible).

Figure 2 shows a typical result for a normal TPD run. In Figure 2a the QMS signal is plotted
as a function of time. The nominal temperature ramp for this experiment was 15 K/min. Such
a measurement takes about 66 min (1000 K/15 K/min). For comparison, to cool down the oven to
about 300 K after an experiment lasts about 2 h. The black, open squares in Figure 2a are the raw QMS
signal. Also plotted in this figure are the oven and sample temperatures (solid lines). After stopping
the oven ramp at 1275 K the sample temperature is still increasing for about five more minutes as
discussed in detail in Section 2.2. Also shown in Figure 2a is the background signal measured on
mass channel 2 amu for an empty glass tube (red, open circles). The background signal is constant
from room temperature to about 1100 K, then it starts to increase. This increase is due to release of
hydrogen from the quartz glass. The magnitude of the increase depends to some extent on the history
of the tube, in particular on the maximum temperature reached in the preceding TPD run. For the
set of experiments discussed in this article, the background turned out to be very reproducible. This
background signal was subtracted from the raw QMS data to yield the background subtracted data
(blue, solid squares). The background subtracted data are shown again in Figure 2b as a function of
sample temperature. In addition, the 16 amu signal is shown for comparison. The results shown in
Figure 2 will be discussed in detail in Section 4.

In the second measurement mode, samples are heated up to a certain temperature, Thold, then
heating is stopped (temperature ramp 1) and the sample is held at that temperature for a certain time,
thold. Then the oven is removed from the sample, which causes a fast cool down to room temperature.
After the external oven has also cooled down to about 300 K (this lasts about 2 h) the oven is again
moved over the glass tube and a second TPD run, now up to the maximum temperature, Tmax is
started (temperature ramp 2). A schematic temperature characteristic of such an experiment is shown
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in Figure 3. We call these types of experiments “Ramp and Hold” (R&H) experiments. Measurement
parameters for such R&H experiments are: the “holding temperature” Thold and the “holding time”
thold. All R&H experiments presented here were recorded with a nominal oven temperature ramp of
15 K/min.
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Figure 3. Schematic plot of the heating scheme for the ramp and hold experiments (detailed description
see Section 2.4).

3. Theory

Thermal desorption of adsorbed or chemisorbed species is commonly studied within the
framework of transition-state theory [36,37], resulting in the familiar expression

N (t) = −dρEact (t)
dt

= νρEact (t) exp
[
− Eact

kT (t)

]
(1)

for a first-order desorption process with a single activation energy Eact. Here, N (t) is the total number
of released species per time [atoms/s] and ρEact (t) is the corresponding population [atoms] at time t
of sites with activation energy Eact and the pre-exponential factor ν [1/s] is a rate constant. k denotes
the Boltzmann constant. If the temperature T is increased as function of time with a linear rate β [K/s]

T (t) = T0 + βt (2)

then Equation (1) can be solved analytically for ρEact (t). The initial condition ρEact (0) = ρ0 yields
a solution in terms of exponential integrals Ei (x) and double exponentials

ρEact (t) = ρ0 exp
[

ν

β

(
T0 exp

(
−Eact

kT0

)
− T (t) exp

(
− Eact

kT (t)

))]
·

exp
[

νEact

βk

(
Ei
(
−Eact

kT0

)
− Ei

(
− Eact

kT (t)

))]
, (3)

with Ei (x) being defined as:

Ei (x) =
∫ x

−∞

et

t
dt. (4)

Equation (3) holds also for Eact/kT ratios, where the second order Taylor expansion of
Redhead [38] becomes inaccurate. The key parameters of Equation (1) are the pre-exponential
factor ν and the activation energy Eact which will be considered in the following. In principle,
also a second-order process like H+H→ H2 could appear to be a reasonable assumption for the
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rate-determining step. However, none of the characteristic features of a second order process are
present in the TPD spectra: neither left-right symmetric peaks nor the characteristic temperature shift
of the peak position as a function of the population. Thus we used a first-order process only. Also
the analysis of TPD data of carbon films deposited in tokamaks supports the presence of a first order
process in the release of hydrogen [39]. Furthermore, it has been shown [40] for hydrogen implanted
graphite that molecules during thermal desorption form locally, i.e., at the location where the (first)
C-H bond breaking process occurs.

3.1. The Pre-Exponential Factor

The thermally activated escape rate of a particle from a metastable state A through a transition
state TS can be estimated by [41]

kTST = νA exp
(
−Eact

kT

)
=

kT
h

QTS

QA exp
(
−Eact

kT

)
, (5)

where QA and QTS represent the partition functions in the metastable well and at the transition state,
respectively. h is the Planck constant. Depending on the available degrees of freedom gained by
the particle leaving the metastable state very large pre-exponential factors (exceeding 1021 1/s) may
occur [42]. Therefore, although the desorption function is not very sensitive to variations in the
pre-exponential factor a simple (but common) assignment of a typical vibration frequency as attempt
frequency for the pre-exponential factor (e.g., ν = 1013 1/s) may result in wrong or biased conclusions
(c.f. remarks and recalculations in [43]). For the hydrocarbon films and process considered here the
metastable well corresponds to a hydrogen atom bonded to a carbon atom and the transition state
to the moment of C-H bond breaking. In comparison to a hydrogen in a C-H bond the non-bonded
hydrogen atom is relatively unconstrained — thus a prerequisite for large pre-exponential factors
is present. In the present experiment the pre-exponential factor was determined from a series of
measurements with different temperature ramps βi. For a single activation energy the temperature
Tpeak at which the desorption rate is at maximum is given by the solution of

d
dT

(
−dρ (t)

dt

)
= 0 (6)

which can be expressed as (see e.g., [44])

ln

(
T2

peak

β

)
= ln

(
Eact

kν

)
+

Eact

kTpeak
. (7)

For a first order desorption the plot of ln
(

T2
peak
β

)
against 1/Tpeak for different temperature ramps

should give a straight line with slope Eact/k and the pre-exponential factor ν can be obtained from the
intercept with the y axis.

3.2. The Population Density as Function of Energy

The deposited hydrocarbon films are known to be amorphous. Therefore, a single Eact or even
a set of well-defined activation energies is not to be expected—instead a continuum of activation
energies is more likely. Then the desorption is given by

N (t) =
∫

dE νρ (E, t) exp
[
− E

kT (t)

]
(8)

using the generalization of ρEact (t) to a energy-dependent population density ρ (E, t) with initial
population ρ (E, 0). If the release processes are independent, then the time dependence of the
population is given by Equation (3) for each energy E. However, this holds only if other transport
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processes (i.e., diffusion) have negligible impact and has to be confirmed by an independent
measurement. This is most easily achieved by varying the thickness of the investigated layer (c.f.
Section 4).

3.3. Bayesian Data Analysis

The conventional way of assigning numerical values to the model parameters is to perform a ‘least
squares fit’. By doing so, one ignores that in general expert knowledge exists, e.g., that the population
density has to be non-negative. From simply fitting the model to the data by maximizing the likelihood,
it may happen that ‘best fit parameters’ assume negative values. In that case expert knowledge is
commonly applied in a destructive way — the fitting result is rejected as being unphysical. Within
the Bayesian approach [45] the available expert knowledge enters the analysis as prior probability
distribution P (θ | I) for the parameters θ. In the present notation (following [45]) P (A | B) expresses
the conditional probability (density) for A given that B is true. The symbol I denotes all the background
information which is implicitly used or available but at present is not at the center of interest. The prior
distribution affects the posterior distribution P (θ | D, I) (the probability distribution for the parameters
θ given the observed data D) through Bayes’ theorem

P (θ | D, I) =
P (D | θ, I) P (θ | I)

P (D | I)
=

1
Z

P (D | θ, I) P (θ | I) , (9)

essentially by multiplication of the likelihood P (D | θ, I) with the corresponding prior probability for
θ. The likelihood term describes the probability to observe the data D given that the parameters are θ.
The posterior distribution P (θ | D, I) is normalized to one by the term in the denominator, the so-called
evidence P (D | I). Although this term is important for model comparison applications [46] for the
present manuscript it acts as a proportionality constant Z only. Once the posterior distribution for the
parameters is available summarising quantities like mean 〈θ〉 or variances can be assessed easily, e.g.,

〈θ〉 =
∫

dθ P (θ | D, I) θ. (10)

Excellent introductions to Bayesian probability theory are available (see, e.g., [45,46]) and
applications of Bayesian probability theory to a variety of physical problems are summarized, e.g.,
in [47]. In the present application, the prior for the population density is chosen to be constant for
some range of binding energies and zero outside:

P (ρ (E, t) | I) = const. ∀ Emin ≤ ρ (E, t) ≤ Emax

= 0 else (11)

thus restraining the solution space to physical reasonable solutions while otherwise coinciding with
a standard maximum-likelihood approach. The choice of Emin and Emax is discussed in Section 3.3.2.

3.3.1. The Likelihood Distribution

The combined evaluation of different TPD measurements requires a careful quantitative
description of the measurement uncertainties of the individual TPD profiles. For counting experiments
with mean µi the likelihood for the signal di (counts) is given by a Poisson distribution

p (di | µi, I) =
µ

di
i

di!
exp (−µi) . (12)
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The number of counts have been obtained by multiplying the instrumental output (given in units
of counts/second) by the actual integration (dwell) time ∆t: the uncertainty of the normalized data in
counts/second for different measurement times do not follow a common probability distribution and
are therefore not advantageous as basis of a joint likelihood distribution.

For a sufficiently large number of counts (di > O (10)) the Poisson distribution can be
approximated by a Gaussian distribution with standard deviation σd

i =
√

di.
Subtracting the intensity of the corresponding background measurement bi yields d̃i = di − bi

and increases the uncertainty of data d̃i to

σd̃
i =

√(
σd

i
)2

+
(
σb

i
)2

=
√

di + bi, (13)

resulting in the likelihood distribution

P
(
d̃i | ti, ρ, βi, I

)
=

1

σd̃
i

√
2π

exp

−1
2

(
d̃i − f (ti, ρ, βi, I)

)2(
σd̃

i

)2

 . (14)

The model function f (ti, ρ, β, I) for this data point is given by the time integration over the
desorption rate (c.f. Equation (8))

f (ti, ρ, βi, I) =
∫ ti+∆t/2

ti−∆t/2
dt
∫

dE νρ (E, t) exp
[
− E

kT (t)

]
, (15)

thus describing the expected number of particles being desorbed in the time interval
[ti − ∆t/2, ti − ∆t/2] for a heating rate of βi and a population density ρ (E, t) [atoms/eV]. From
Equation (14) for a single data point d̃i we can now construct the likelihood function for a TPD
profile

{
d̃i
}

:
P
({

d̃i
}
| {ti} , ρ, {βi} , I

)
= ∏

i
P (di | ti, ρ, βi, I) , (16)

The posterior distribution of the population density—eventually combining a set of K different
TPD measurements employing different heating schemes and holding times—can then be written as

P
(
ρ |
{

d̃i
}

1 , . . . ,
{

d̃i
}

K , {βi}1 , . . . , {βi}K , {ti}1 , . . . , {ti}K , I
)
=

1
Z

P (ρ (E, t = 0) | I)
K

∏
k=1

P
({

d̃i
}

k | {ti}k , ρ, {βi}k , I
)

, (17)

where Z denotes the normalization constant. Please note that all measurements are combined to
estimate a single initial population density. Although the time evolution is deterministic once the
temperature is known as function of time, a variation of the heating scenarios can result in a very
different evolution of the population density, which in turn constrains the initial distribution.

3.3.2. Algorithmic Details

One of the crucial parameters in the calculation of TPD profiles is the heating rate β, which is
in general a function of temperature β (T (t)). The local heating rate has been determined from the
temperature measurements T (t) by first fitting a cubic regression spline to the temperature data [48],
followed by analytic differentiation at the measurement times ti to obtain βi. In this way the roughening
effect of a finite difference approach is circumvented [49].

The total number of particles

N0 =
∫

dE ρ (E, t = 0) (18)
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available for desorption is the same for all simulated TPD spectra. However, the integrated yields
of the experimental TPD spectra exhibit small fluctuations (less than 10%), which are likely to be
due to fluctuations in the sample area. To compensate for this fluctuations all experimental data are
normalized to the same integral yield N0 and the data uncertainty is correspondingly adjusted.

The population density estimation is done numerically with a Monte Carlo Markov Chain
(MCMC) computer code [50–52] using a non-parametric approach. Within the limits of 2 eV <

E < 5 eV a vector of L support points {El} , l = 1, . . . , L and a corresponding vector of population
densities {ρl} are randomly and independently chosen (obeying the detailed balance condition). Then
a piece-wise linear interpolation of the support points is used as proposal for the population density
and accepted/rejected according to the standard Metropolis–Hastings algorithm. The edge points
of the population density are kept constant: ρ (E = 2 eV) = 0 because there are no indications of
any measurable population at lower binding energies in the experimental data. It should be noted
that on highly oriented pyrolithic graphite (HOPG) surfaces hydrogen binding energies of around
1.5 eV have been derived [53] but the present measurements do not exhibit any of the corresponding
low-temperature desorption peaks at sample temperatures below 500 K. This is supported also by
calculations using a lower limit of Emin = 1 eV which resulted in negligible populations for binding
energies below 2 eV. The high energy edge is also set to zero, ρ (E = 5 eV) = 0 because a population
above 5 eV would not contribute to the TPD signal for the upper temperature limit used in this
study. This is supported by ion beam measurements after the TPD experiments where the remaining
hydrogen amount is less than 5% of the initial amount (see Section 4). Binding energies of almost 7 eV
as reported in [54] will, therefore, even if present, not affect the results.

The number of support points has been chosen in such a way that the average χ2 of the fitted
spectra fulfills the classical condition χ2/Nd ≈ 1 with Nd denoting the number of used data. Fitting
attempts with a smaller number of support points exhibit a drastic increase of the χ2 values indicating
that then the population density is not flexible enough to accommodate the measured data. On
the other hand, a further increase of the number of support points has a negligible effect on the
quality of the fit. This indicates that the eventually chosen number of 8 support points is sufficient
for a reasonable fit but without being prone to overfitting. Profiles with nine or ten support points
yield virtually identical density estimates. The profile is computed using the standard technique of
weighted averaging of the individual MCMC samples. To minimize correlation effects only every
100th sample was used for the computation of the average. It should be pointed out that also other
approaches of estimating a density function exist (see, e.g., [55–57]), but that in all cases considerable
computational effort is mandatory.

4. Results

Most experiments were performed for a nominal temperature ramp of 15 K/min. The calibration
experiments have shown that for this ramp the sample temperature follows closely the oven
temperature and that the sample temperature slope is linear over a wide range. This ramp is
a good compromise between linearity of the ramp, signal intensity, and required time for one
experiment. Figure 2 shows a typical TPD spectrum for a hard a–C:H film. The data processing
presented in Figure 2a was discussed in Section 2.4. The processed data are shown in Figure 2b as
a function of sample temperature. No significant H2 desorption is found for temperatures lower than
600 K. With further increasing temperature the signal increases strongly and reaches a maximum at
875 K (1st peak). For higher temperature the signal decreases and shows a shoulder in the range of
1000–1100 K (2nd peak). We assign a temperature of approximately 1050 K for the second peak. For
temperatures larger than 1100 K the signal decreases further. However, when the maximum oven
temperature of 1275 K is reached the signal has not yet gone to zero. This is certainly an unsatisfactory
situation, but higher sample temperatures were not possible in the present set of experiments. After
such a TPD experiment up to an oven temperature of 1275 K about 5% of the initial amount of
hydrogen remains in the sample. This was checked by ex-situ ion-beam analyses of samples after TPD
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experiments [58]. This retention of a small amount of the initial hydrogen content does not influence the
conclusions for the temperatures below 1170 K. We further emphasize that the TPD spectra for different
individual samples show excellent reproducibility. Also presented in Figure 2b is the TPD signal for
16 amu, which is predominantly due to methane. The methane peak occurs at approximately the same
temperature as the first hydrogen peak but falls off quickly at higher temperatures reaching background
level at about 1000 K. We have shown earlier [27] that the hydrogen release is accompanied by release
of various hydrocarbons. For hard a–C:H films the release of hydrogen containing volatile species is
by far dominated by molecular hydrogen. Quantitative analyses of the QMS spectra have shown that
about 85% of the hydrogen in the hard a–C:H film is released in form of H2 [58]. The contribution of
CxHy is however not topic of this article and the interested reader is referred to Ref. [27] for further
discussion.
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Figure 4. Results from R&H experiments for Thold = 878 K and thold = (a) 0 and (b) 60 min (nominal
temperature ramp of 15 K/min). The QMS signal after background subtraction is shown on the
left-hand scale and the oven and sample temperatures are shown on the right-hand scale. Due to the
time lag between oven and sample temperature, the maximum sample temperature for thold = 60 min
is 878 K, i.e., it is 33 K higher than the maximum sample temperature for thold = 0 min reached at the
end of the ramp.

Figure 4 presents two examples of R&H experiments for Thold = 878 K. The data in Figure 4a
are for a holding time of 0 min, i.e., the oven was immediately removed from the glass tube after
reaching the oven target temperature of 917 K (this corresponds to a momentary sample temperature
of 845 K). Figure 4b presents equivalent data for a holding time of 60 min. In this experiment the oven
was kept at the target temperature of 917 K for 60 min and then removed. This oven temperature
of 917 K corresponds to a steady-state sample temperature of 878 K. However, due to the time
lag between oven and sample temperature as was described in detail in Section 2.2, the sample
temperature increases for about another 5 min after the oven has reached the holding temperature. As
a consequence, the maximum temperature for zero holding time is only 845 K. Both figures show the
reference spectrum from Figure 2 for a continuous ramp up to the maximum temperature (black open
squares) and the data for the first (red solid circles) and second (green solid circles) ramp of the R&H
experiments. In both cases, the signal during the first ramp up to the holding temperature is practically
identical to the reference spectrum. Removing the oven after reaching the target temperature (Figure 4a)
leads to an almost instantaneous drop of the sample temperature and correspondingly to a drop of the
2 amu signal to background level. In Figure 4b, the 2 amu signal still increases a little bit after reaching
the target temperature (this is due to the discussed time lag between sample and oven temperature)
and then falls off rapidly.

The QMS signals of the two second ramps differ depending on the holding time spent at Thold.
The spectrum during the second temperature ramp in Figure 4a (thold = 0 min) reproduces the part of
the reference signal that is released at sample temperatures higher than the maximum temperature
reached during the first ramp. The spectrum during the second temperature ramp in Figure 4b (thold
= 60 min) shows only the second peak, but in both cases, the high temperature part of the TPD
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spectrum is unaffected. Holding the sample at 878 K for about 60 min is able to release some additional
hydrogen compared with thold = 0 min, but it is not able to significantly depopulate the states at higher
temperature (more than 150 K above Thold).
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Figure 5. Results from R&H experiments for Thold = 878 K (nominal temperature ramp of 15 K/min).
(a) shows a comparison of the desorption peaks measured during the first ramp and hold phase
as a function of time (left-hand scale). The sample temperature is also shown (right-hand scale).
The holding time is varied between 0 and 60 min. The desorption signal decreases strongly during
the holding phase; it abruptly falls to zero when the oven is removed at the end of the holding phase.
(b) desorption peaks measured during the second ramp as a function of time.

The whole set of R&H experiments at 878 K with varying holding time thold is presented in Figure 5.
Figure 5a shows the QMS 2 amu signal recorded during the first ramp up to the oven temperature of
917 K and the corresponding sample temperature evolution. The increasing flanks of the first peak
for the four different experiments are practically indistinguishable. Only the curve for a holding time
of 0 min ends abruptly and has a slightly lower maximum value than the other shown curves. This
is due to the temperature lag discussed above (see discussion of Figure 4). This temperature lag can
be clearly seen from the sample temperature characteristic, which still increases for about five more
minutes after the oven has reached its maximum temperature. The decaying part of the peak for the
different holding times of 10, 30 and 60 min is also practically identical except for the fact that effusion
stops abruptly after the different holding times. The peaks from the second ramp (Figure 5b) exhibit
a continuous transition between the two cases shown in Figure 4. What is particularly remarkable is
that the high temperature part of the different experiments is identical. Increasing holding time leads
to increasing release of some additional hydrogen. States which would be released during a normal
TPD run at slightly higher temperature than Thold are depopulated faster than higher lying states,
but the high temperature part of the release spectrum is practically unaffected. In addition to the
data shown, some experiments with different Thold were performed which show in principal identical
behaviour. Also TPD measurements with samples exhibiting a layer thickness of 300 nm have been
performed. Despite the significantly larger thickness (almost a factor of four), the TPD peak positions
are not delayed.

This observation, together with the results presented in Figure 4 are a clear proof that the width of
the TPD spectrum is not due to diffusive effects but represents the binding energy distribution (BED)
of hydrogen in the a–C:H film. This will be discussed in more detail in Section 5. In the remainder
of this article, we will use the phrase ‘binding energy distribution’ instead of ‘population density’,
which was used in Section 3. While the latter is more appropriate in the theoretical description of the
problem, we consider the former more suitable to convey the experimental findings. To reconstruct the
BED from the experimental data, the pre-exponential factor ν for Equation (1) has to be determined.
As discussed in Section 3 (see Equation (7)), ν can be determined from the shift of the TPD peak
as a function of different temperature ramps. Figure 6 shows TPD spectra as a function of sample
temperature measured for temperature ramps ranging from 3 to 40 K/min. Two facts are obvious:
First, the height of the peak varies strongly and second, the position of the maximum shifts to higher
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temperatures with increasing heating rate. The shift of Tpeak is the effect that allows determining ν.
The change in signal intensity is due to the change in release rate. Please note that for the different
ramps, the different signal heights are expected because the total number of released species is constant
rather than the release rate. We have checked that the time integral of the TPD spectra for the different
ramps is in good agreement. In other words, the total amount of released hydrogen during these
experiments with different temperature ramps is identical. The nominal oven temperature ramps,
Roven, the corresponding sample temperature ramps, Rsample, and maximum peak temperatures, Tpeak,
are given in Table 1. Due to the slight deviation of the true sample temperature ramp from linear
behaviour as discussed in Section 2, the value for Rsample given in Table 1 is the derivative of Tsample at
position Tpeak.
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Figure 6. TPD spectra as a function of sample temperature for different temperature ramps (left-hand
scale). The temperature of the desorption maximum shifts for quicker temperature ramps to higher
temperatures. Also shown are the oven temperatures (solid lines with corresponding colour) required
to reach the sample temperature for the different temperature ramps (right-hand scale). The true
sample temperature is shown as a dashed line.
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The left-hand side of Equation (7) is plotted in Figure 7 as a function of 1/Tpeak. The data lie on
a straight line from which we determine ν = 7.40× 1015 1/s. The uncertainty of the line fit results in
lower and upper limits of the confidence interval of ν− = 4.0× 1015 1/s and ν+ = 14.0× 1015 1/s,
respectively. This range deviates significantly from the value of ν = 1× 1013 1/s, which is usually
assumed if nothing else is known [23,24,59]. The consequence of this much higher pre-exponential
factor ν for the analysis will be discussed in Section 5.

Applying the experimentally determined pre-exponential factor ν all measured TPD spectra for
2 amu can be excellently fitted by one generic binding energy distribution. The different series of
TPD spectra and the corresponding experimental parameters used to derive the BED are summarized
in Table 2. The evaluation procedures were described in Section 3. In total, we used 11 independent
experiments to derive the BED.

Table 2. Independent experiments used for the fit of the binding energy distribution. The table lists the
type of experiment and the different experimental parameters that were used. Some data sets were
measured twice (indicated by (2) behind the parmeter value). In that case both data sets were used for
the fit.

Type of Experiment Experimental Parameters No. of Spectra

normal TPD run Roven = 5, 15 (2), 30, and 40 K/min 5
R&H experiment Thold = 898 K, thold = 0 min 1
(Roven = 15 K/min) Thold = 878 K, thold = 0 (2), 10, 30, and 60 min 5

Figures 8 and 9 show examples of a comparison between the measured data and the simulated
data based on the generic BED. The overall agreement is excellent. Figure 8 shows three curves from
the series with different temperature ramps. The symbols represent the data points and the solid lines
the model results. The model can hardly be distinguished from the experimental data. In Figure 9 we
plot two time traces of R&H experiments. In this plot the times scales of the first and second ramp
are simply concatenated. The agreement between model and experimental data again is very good.
Small deviations occur only at the tip of the first peak and around the maximum of the second peak.
The comparison of the other 6 data sets used for deriving the BED with the model result is of equal
quality to those shown in Figures 8 and 9.
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concatenated in this plot. The start of the second ramp is set to 6250 s and is indicated in the figure.

The generic binding energy distribution extracted from the data is presented in Figure 10.
Hydrogen bonded in the investigated a–C:H films gives rise to a BED starting at about 2.5 eV and
extending to about 4 eV. The shape is similar to the shape of the TPD spectra with a peak at around
3.2 eV followed by a broad shoulder extending to about 4 eV. A small pre-peak extends from about
2.5 to 3.0 eV. The confidence interval also shown in Figure 10 was derived according to the algorithm
described in Section 3.
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Figure 10. Simulated binding energy distribution (population density) calculated using ν = 1 ×
1016 1/s. The shown confidence interval is calculated from the experimental data using the model
explained in Section 3. For a given value of ν the BED is tightly constrained by the experimental data.

5. Discussion

First temperature programmed desorption measurements of plasma-deposited a–C:H films were
published by Wild and Koidl in 1987 [14]. They have shown that the TPD spectra of different films
change drastically with film structure. The effusion spectra for typical hard a–C:H films (in their case
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for deposition at bias voltages of 500 V and more) are in good agreement with our spectrum shown
in Figure 2. They applied a heating rate of 20 K/min, which lies in the range of temperature ramps
applied in our experiments (3–40 K/min, see Figure 6). In their case the first peak is located at 870 K
and the second peak occurs at about 970 K. While the first peak is in very good agreement with our
results of 875 K at 15 K/min and 891 K at 30 K/min, their second peak occurs at significantly lower
temperature than ours (≈ 1050 K).

In the early nineties, Schenk and co-workers conducted a detailed study of the thermal
decomposition of ultra thin a–C:H films [23,24,59]. They produced thin—of the order of 1 to
10 monolayers—films by ion beam deposition of different hydrocarbon molecular ions in an ultrahigh
vacuum system and studied the thermal decomposition of these films in situ by TDS. Their hydrogen
release spectra are for temperatures above about 700 K in reasonable agreement with our data. In
the temperature range between 450 and 700 K their spectra show an additional release plateau
which does show up neither in our nor in Wild et al.’s [14] spectra. This pre-peak was attributed to
decomposition of CHx groups in the Pt/film interface [15] and is probably an artefact of the specific
model system studied. Similarly to our findings [26,27] they also detected release of methane and
heavier hydrocarbon molecules and report a similar release of methane as shown in Figure 2b. The peak
positions reported by Schenk et al. [24] for H2 release are 920 and 1150 K for the first and second
peak, respectively. Schenk et al. used a heating rate of 5 K/s (= 300 K/min), which is substantially
higher than the heating rates applied in our experiments. It is, therefore, not surprising that their peak
temperatures are higher than ours (890 and≈1050 at 30 K/min, see Table 1 and Figure 6). A simulation
using our BED (see Figure 10) and the temperature ramp used by Schenk et al. (i.e., 300 K/min) yields
950 K for the first peak and about 1100–1150 K for the second peak. These values are in good agreement
with those of Schenk et al. and confirm the general consistency of the data and our applied analysis.
Schenk et al. report the release peak for CH4 at 880 K, which is in agreement with our peak at 891 K
(30 K/min). Taking, however, into account that their faster ramp should lead to a comparable shift of
about 30 K as for the first hydrogen release peak, their peak position of 880 K (at 300 K/min) should
correspond to a position of about 850 K at a ramp of 30 K/min. This is slightly lower than our peak.
The origin of this difference is unclear but could either be due to the much thinner films used by
Schenk et al. or a slight difference in the films’ microstructure due to the different film production
process. Overall, the agreement with the results of Schenk et al. is satisfactory.

The data presented in Figures 4 and 5 together with the unchanged peak positions for layers
of different thickness (89 and 300 nm) prove that the width of the thermal effusion spectra is not
dominated by diffusive effects but due to a distribution of binding energies. The experimental results
can only be explained by a distribution of binding energies if we assume an approximately constant
pre-exponential factor. Figures 4 and 5 clearly show that binding states depleted in the first run do
not become repopulated during the cooling phase or the second heating phase such that desorption
during the second run sets in only for temperatures higher than those reached in the first run. This
means that in the second run states from higher binding energies are released. If the sample is held
at a certain temperature, the release rate drops quickly. During the holding phase, occupied states
become depopulated according to the Boltzmann factor. Accordingly, the lower lying states are
depopulated faster than the higher lying states. Because the population of these states decreases with
time, the release rate also decreases. With increasing holding time the population of these ‘nearby’
states decreases continuously. This can clearly be seen by the shift of the low temperature flank
of the peak in the second run (Figure 5b). Contrary to that, states at significantly higher binding
energies are practically unaffected by extended holding times. This is obvious from the unchanged
high temperature flank of the peak in the second run in Figure 5b. Furthermore, if the spectra would
be significantly influenced by diffusion processes, they should change with film thickness. The fact
that our spectra of about 90 nm thick films are in good agreement with those of Schenk et al. [15,23,24]
are an additional indication that diffusion plays no role, but most importantly, Schenk et al. have
revealed that the two hydrogen peaks in their TDS spectra correspond to two basically different
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bonding configurations of hydrogen, namely hydrogen bonded to sp3- and sp2-hybridised carbon
atoms. This assignment was deduced from a comparison of TDS and high resolution electron energy
loss spectroscopy [15,25]. Hydrogen bonded to sp3-hybridised carbon atoms gives rise to the thermal
release peak around 900 K and hydrogen bonded to sp2-hybridised carbon atoms to the higher lying
peak around 1100 K in the measurements reported by Schenk et al. [24] for their heating rate of 5 K/s
(= 300 K/min).

In addition, Schenk et al. [15,23,24] have shown that their experimental data cannot be explained
by a single activation energy. They fitted the CH4 release peak with a binding energy distribution with
a Gaussian shape and with a FWHM of 0.5 eV. This experimentally observed broadening of the CH4

peak was attributed to a distribution of binding energies due to different bonding environments in the
amorphous structure. This is in agreement with our interpretation of the width of the H2 release peak,
namely that the width is due to a distribution of binding energies. The much larger width of the BED
for hydrogen compared with CH4 means that hydrogen bonded in a–C:H films has a much broader
distribution of binding energies than terminal CH3 groups.

Schenk et al. [23,24] deduced binding energies from their TDS data. However, they did not
determine the pre-exponential factor but made the common assumption of ν = 1013 1/s. The applied
value for ν is only explicitly mentioned in Ref. [59]. With this ν they determine a binding energy
for the lower lying hydrogen peak of Edes,H2 = 2.73± 0.16 eV (63± 3.75 kcal/mol) and Edes,CH4 =

2.43± 0.22 eV (56± 5 kcal/mol) for the CH4 peak. The energy value for the hydrogen desorption peak
is about 0.5 eV lower than our peak of 3.2 eV. This deviation is merely due to the lower pre-exponential
factor used by Schenk et al.

In view of this, our determination of ν and the corresponding uncertainties have to be discussed
in some more detail. In general, for a reasonable accuracy of the determination of ν from an analysis
according to Equation (7) as presented in Figure 7 the temperature ramp should be varied by two orders
of magnitude [38]. In our case the temperature ramp was varied from about 2.8 to 40 K/min, which is
only slightly more than one order of magnitude. As a consequence, the value determined from Figure 7
still has a rather large uncertainty. It was already mentioned in Section 4 that the confidence interval for
the determination of ν from the standard straight line fit of the data in Figure 7 ranges from 4.0× 1015

to 1.4× 1016 1/s, but this approach is not strictly correct due to the non linear error propagation of
the experimental uncertainties in the analysis based on Equation (7). A Monte-Carlo-based algorithm
for the evaluation of the error propagation of the experimental errors given in Table 1 results in
a non-symmetric distribution of ν values ranging from 1× 1014 1/s to 6× 1017 1/s with a mean value
of ν = 1× 1016 1/s.

In any case, the measured data are not compatible with ν = 1013 1/s. The simulations for
determination of the binding energy distribution were performed with a value of ν = 1× 1016 1/s.
Variation of ν leads to noticeable changes of the shape of the simulated TPD spectra. On the one hand
side, too low values of ν impair fitting of the onset of the desorption spectra. Here, the onset is shifted
to later times corresponding to higher desorption temperatures and the following initial increase
of the signal is steeper than observed experimentally. On the other hand, values of ν significantly
higher than 1× 1016 1/s allow a fit of the spectra of almost equal quality as with the chosen value.
Only at the high temperature side the decay exhibits a sigmoidal shape which is not seen in the
experiment due to the faster depletion of the population density. Surprisingly, although the quality
of the simultaneous fit of measured spectra varies considerably, the shape of the derived energy
distribution changes only slightly (c.f. Figure 11). The main uncertainty in determining the BED
results from the large uncertainty of the pre-exponential factor ν. This is demonstrated in Figure 11.
It shows BEDs determined for different values of ν. As discussed further above the uncertainty in
determining ν results in a non-symmetric distribution of ν values. Reasonable estimates of a lower and
upper limit representing a standard deviation are ν = 1015 1/s and ν = 1017 1/s. The corresponding
BEDs are shown in Figure 11 together with our nominal value of ν = 1016 1/s. This uncertainty of ν

leads to an uncertainty on the energy scale of about ±0.2 eV. The corresponding error band due to this
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error in ν is much larger than the uncertainty derived from the fit as shown in Figure 10. The exact
peak positions in Figure 11 are: 2.95, 3.14, and 3.27 eV, respectively.
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Figure 11. Comparison of different simulated binding energy distributions (population densities)
calculated using ν = 1× 1015 1/s, ν = 1× 1016 1/s, and ν = 1× 1017 1/s. For comparison a BED using
ν = 1× 1013 1/s is also shown.

In addition, Figure 11 shows the simulation result using ν = 1013 1/s, the value used by
Schenk et al. [23,24,59]. This choice leads to a shift of the BED to significantly lower energies.
The corresponding binding energy of the first peak is 2.63 eV, which is in reasonable agreement
with the value of Edes,H2 = 2.73± 0.16 eV determined by Schenk et al. [23,24,59]. Because Schenk et al.
[23,24,59] have not independently determined the pre-exponential factor, their ansatz of simply
assuming a value of ν = 1013 1/s has to be questioned. A consequence of this is that the binding
energies published by them for other desorbing species have to be reconsidered. We are convinced
that for such a reevaluation a value of ν = 1016 1/s would be more appropriate.

Our choice of ν = 1× 1016 1/s allows an excellent simulation of many details of the measured
TPD and R&H spectra. The simulated spectra perfectly fit the increase and decline of the release peaks,
as well as the absolute intensities and shifts of the peaks for the experiments with different temperature
ramps (Figure 8). They fit the decay of the signal in the R&H experiments (Figure 9) when the
holding temperature is reached and also the subsequent onset of desorption of the second temperature
ramp. This good agreement between simulated and experimental data provides additional support
for our choice of ν and significantly narrows down the uncertainty range which would arise from
an analysis according to Equation (7) and Figure 7 only. We would like to point out again that in total
11 independent data sets (five of them are presented in Figures 8 and 9) were used in the analysis.

The decay of the signal after reaching the holding temperature in R&H experiments (see Figures 4,
5 and 9) is not a simple exponential function. This would only be the case if the binding energy
were just one defined energy. Since the system is characterised by a distribution of binding energies,
the resulting decay cannot be described by a simple analytical function. Nevertheless, the decay of the
signal is perfectly fitted by the simulated spectra (see Figure 9).

In Figure 10 the computed population density ρ (E, 0) (binding energy distribution) together with
the estimated uncertainty is displayed. The uncertainty shown in this figure is derived from a model
of ρ with a given pre-exponential factor of ν = 1× 1016 1/s and a given number of support points.
The additional uncertainty resulting from the uncertainty of the pre-exponential factor is discussed
below. With respect to the number of support points for determining the BED we note that strictly
speaking the total uncertainty should also account for the lack of knowledge of the ‘correct’ (and also
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inaccessible) number of support points, which would slightly increase the uncertainty compared to
the displayed one. However, the general trends would be unchanged: The low energy part of the
population density is very tightly constrained by the measured TPD profiles, and the peak of the
population density at 3.1 eV is mandatory for fitting the data. Similarly, the broad approximately
constant population density between 3.6 and 3.9 eV is well supported by the data. However, the precise
shape of the decline of the population density towards zero for energies higher than 4 eV is less certain,
as revealed from over-fitting simulations based on a fixed grid approach (not shown). This is mostly
due to the significant background contribution to {d̃i} at high temperatures (see e.g., Figure 2a,
t > 4000 s) and the uncertainty contributed by the incomplete desorption of the hydrogen, the latter
affecting the normalization. In this high energy region, the fixed complexity of the model favours
a linear decrease of the population density over an exponential decline although the respective χ2

values are about the same because the former shape requires fewer support points to be represented by
a piecewise linear model. Here the presently available data do not allow drawing a firm conclusion.

6. Conclusions

The thermal decomposition of typical hard plasma-deposited amorphous hydrogenated carbon
films with an initial hydrogen content (H/(H+C)) of about 30% was investigated. Our experimental
findings are in general in good agreement with published results. Thermal decomposition starts
at about 600 K. The dominantly released species is molecular hydrogen, but in addition, some
hydrocarbon species are also released. About 85% of the initial hydrogen content is released in
form of H2, the rest in form of hydrocarbons. At a temperature ramp of 15 K/min, the hydrogen
release spectrum has two peaks at 875 and about 1050 K. The peak position depends on the temperature
ramp. This fact was exploited to determine the pre-exponential factor for an analytic analysis of the
release spectra. This analysis revealed a pre-exponential factor of ν = 1× 1016 1/s (confidence interval
ν = 1× 1015 1/s to 1× 1017 1/s), which deviates significantly from the commonly used value for
comparable analyses of ν = 1× 1013 1/s. The main consequence of this high ν value is a shift of the
determined binding energies by about +0.5 eV. Similar values of the pre-exponential factor ν with
ν > 2× 1015 1/s have been observed in TPD measurements of hydrogen containing carbon films
deposited in the Tore Supra tokamak [39].

Experiments with interrupted heating ramps clearly showed that the width of the hydrogen
release spectrum from a–C:H films is dominated by a distribution of binding energies. Due to the
presence of very different binding environments for hydrogen in the matrix of the amorphous film,
this is a very reasonable result. This binding energy distribution has a peak at about 3.1 eV and
a shoulder at higher energies extending from about 3.6 to 3.9 eV. One consequence of this binding
energy distribution in a–C:H films is that in order to remove all the bonded hydrogen in the films
temperatures in excess of 1200 K are required. Even extended tempering at lower temperatures is
not able to release a significant amount of the remaining hydrogen in the films. At a given maximum
temperature, the majority of the mobilisable hydrogen inventory is released very quickly followed by
a fast and continuous decrease with time.
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